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SYNTHESIS AND STABILIZATION OF METAL
NANOPARTICLES OF IRON, NICKEL AND COBALT

HAJIYEVA E.V
Department of Chemical physics of nanomaterials, Baku State University
Baku/AZERBAIJAN
flora_1985@mail.ru, fhajiyeva@bsu.edu.az

ABSTRACT

In present work have been synthesized and stabilized metalnanoparticles of iron (Fe), nickel (Ni) and cobalt (Co)
in the presence of surface-active substances (SAS)-stabilizers. It was found that by varying the deposition conditions:
the nature of the surfactant, the concentration of stabilizer , the concentration of the initial reagents, temperature,
solution pH , one can control the dispersion, uniformity, dimensionality and purity of the resulting metallic
nanoparticles. It was shown that in the presence of stabilizers:cetyltrimethylammonium bromide (CTABr) and sodium
oleate, metal nanoparticles are well distributed and monodispersed.It was determined that the average size of iron
nanoparticles in the presence of sodium oleate is 26-50 nm, nickel and cobalt in the presence of CTABr-14-20 nm and 44-
100 nm respectively, which is well correlated with electron microscopic (SEM) and atomic force microscopic(AFM)
analyzes .

Keywords: stabilizer, nanoparticles, surfactant, metal.
DOMIR, NiKEL VO KOBALT METAL NANOHIiSSOCIKLORININ SINTEZi VO STABILLOSDIRILMOSi
XULASO

Sathi-aktiv maddalor- stabilizatorlar istirakinda demir (Fe), nikel (Ni) vo kobal (Co)metal nanohissacikleri sintez
edilmis ve stabillosdirilmisdir. Miiayyen olmusdur ki, nanohissaciklerin alinmasi zamar ¢dkdiirulme seraitini: sathi-
aktiv maddenin tebistini, onun konsentrasiyasimnn, ilkin prekursorlarin migdarmi, mahlulun pH-ni, temperaturu
variasiya etmakla metal nanohissaciklorinin dispersliyini, bircinsliyini ve tomizliyini idars etmak olar. Gosterilmisdir ki,
STABr ve natrium oleat istirakinda metal nanohissaciklari yaxs: dispersiya olumus ve monodisperdir. Homginin teyin
edilmisdir ki, natrium oleat igtirakinda stabillogdirilmis demir nanohissaciklorin orta Olglilori 26-50 nm, STABr
istirakinda stabillogdirilmis nikel vo kobalt nanohissaciklerin olgiileri ise uygun olaraq 14-20 nm ve 44-100 nm togkil
edir, bu ise elektron mikroskopik ve atom-qiivve mikroskopik analizlarls yaxs: korelyasiya edir.

Acar sozlar: stabillogdirici, nanohissacikler, sathi-aktiv maddas, metal.
CUHTE3 I CTABUAN3ALIVISI HAHOUACTUII METAAAOB JKEAE3A, HUKEASI T KOBAABTA
PE3IOME

B aanHOI1 paboTte OBLAV CHHTE3VPOBaHBI VI CTaOMAM3UPOBAHBI HAHOYACTULIEI MeTaAA0B >keae3a (Fe), Hukeas (Ni)
n xodbaapta(Co) B HPUCYTCTBUM IIOBEpXHOCTHO-aKTMBHBIX BemecTs (ITAB)-crabmamsaropos. YcraHoBAeHO, 4TO
BapBUpPYsl YCAOBUA OCAKAEHMS: IPHPOAY IOBEpXHOCTHO-aKTMBHOIO BeIljecTBa, KOHIIeHTPalMIO CTaOMAM3aTopa,
KOHLIEHTPAaLIMIO MCXOJHBIX peareHTOB, TemIepaTypy, pH pacrtBopa MOXKHO KOHTPOAMPOBAaTh AMCIIEPCHOCTD,
OAHOPOAHOCTh, Pa3MepPHOCTh I YUCTOTY HOAYYeHHBIX MeTalAndeckuX HaHodactuil. ITokaszaHo, 4TO B ITPUCYTCTBUU
cTabmansaTopos: IetuTpumernaMMonuii 6pomrga (LITABr) u oaeata HaTpus HaHOYACTHUITHI MeTaAAO0B XOPOIIIO
AVICTIEPTUPOBaHBI ¥ MOHOAMCTIEpcHEL. OnpejeeHo, uTo CpeAHMIT pa3Mep HaHOYaCTHI] JKeae3a B ITPUCYTCTBUM OJeata
HaTpus cocTaBaseT 26-50 HM, HuKeAs u kobaabTa B mpucyTcrsuy LITABr- 14-20 am n 44-100 HM COOTBETCTBEHHO, YTO
XOpOIIIO KoppeaAnpyeTcs ¢ 91eKTpoHHO (COM) n aroMHO-cr1a0BbM (ACM) MUKPOCKOTIYEeCKMMI aHaAM3aMIA.

Karouesble c10Ba: CTadNAN3aTOP, HAHOYACTHUIIB, [IOBEPXHOCTHO-aKTHBHOE BEIIIECTBO, MeTalA.

1. INTRODUCTION:

The main problems of obtaining nanoparticles with a narrow size distribution during
precipitation in an aqueous medium are the processes of agglomeration and aggregation and
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the further crystalline growth of particles during synthesis. This plays an especially important
role in the case of magnetic nanoparticles, the difference between the characteristics ofsurface
layer and the core of the particle, and the interaction of internal atoms with external ones can lead
to serious changes in the magnetic properties of nanoparticles. It is usually advisable to stabilize
the nanoparticles directly in the process of their production in order to have a final product with
their properties. To weaken the processes of agglomeration and aggregation, it is necessary to
select the optimal parameters at which the precipitation reaction takes place: temperature, pH
value, solution stirring speed, stabilizing surfactants and e.t.c. The surfactant molecules dissociate
when they enter the solution and become charged. Adsorbed on the surface of particles, surfactant
molecules prevent sticking and further aggregation and agglomeration of nanoparticles.

2. EXPERIMENTAL PART:

In this work, cobalt metalnanoparticles, nickel, iron and copper were synthesized. Nano-
particles of iron, cobalt and nickel were obtained by the method of chemical reduction of the cor-
responding salts of Fe, Co and Ni with sodium tetrahydroborate (NaBH4) in the presence of
various surfactant stabilizers.

Synthesis of magnetic iron nanoparticles was carried out in the presence of a sodium
oleate stabilizer. To synthesize magnetic iron nanoparticles, 30 ml of 0.5% solution of sodium
oleate is added to 100 ml of a 0.1 M solution of FeCls. The mixture is intensively mixed on a
magnetic stirrer at room temperature for 30 minutes. Then a 0.3 M solution of NaBHa is rapidly
added to the initial mixture. The solution turns sharply black, indicating the formation of iron
nanoparticles. For another 20 minutes, the mixture is intensively changed on a magnetic stirrer.
The black precipitate is separated from the solutionby centrifuge and washed several times
with ethyl alcohol to remove extraneous unreacted salt ions. The precipitate is transferred to a
Petri dish and dried in the open air during the day [1-3].

Co nanoparticles were synthesized in the presence of a stabilizer-cetylrimethylammonium
bromide (CTABr). To this end, 30 ml of a 0.5% CTABr solution is added to 100 ml of 0.1 M
CoCls solution. The mixture is intensively mixed on a magnetic stirrer at room temperature for
30 minutes. Then 0.3 M solution of NaBHa is rapidly added to the initial mixture. The solution
turns sharply black, indicating the formation of cobalt nanoparticles. Cobalt nanoparticles
washed with distilled waterand ethyl alcohol to remove impurities [4-7]. Similarly, nickel
nanoparticles were synthesized. As a precursor for the synthesis of nanoparticles, a0.1 M
solution of NaBHs and 0.3 M solution of NaBHs were selected. The stabilization of nickel
nanoparticles was also carried out in the presence of CTABr [8-12].

3. RESULTS AND DISCUSSION:

Figure 1 shows the diffraction patterns of nanoparticles of iron (a), nickel (b) and cobalt (c).
As can be seen from fig. 1 (a) the main peaks at 20 equal to 44.720 (110), 65.100 (200), 82.420
(211), 116.430 (310) belong to iron nanoparticles according to the base (ICDD no.00-006-0696)
[1-3]. From Fig. 1 (b) also shows that the main peaks at 20 equal to 44.40 (111), 51.70 (200) and
76.30 (220) belong to nickel nanoparticles, respectively, to the base (ICDD 01-078-7533). X-ray
diffraction analysis of nanoparticles showed that the synthesized cobalt nanoparticles have an
amorphous structure (Fig. 1 (c)).
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Fig. 1. Diffractograms of nanoparticles of iron (a), nickel (b) and cobalt (c).
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Fig.2. SEM images of iron (a), nickel (b) and cobalt (c)nanoparticles.
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Figure 2 shows SEM images of nanoparticles of iron (a), nickel (b) and cobalt (c). SEM analysis
was carried out in SEI and COMPO modes at an accelerating voltage of 15 keV and a working
distance of 4.5 and 15 mm. The energy-dispersion spectrum (EDS) was obtained using the SEM-
X-Max 50 prefix (Oxford Instruments). As can be seen from Fig. 2, the average size of stabilized
iron nanoparticles is 26-50 nm, the average size of nickel nanoparticles is 12 nm, and cobalt is 40-
100 nm. As can be seen, the stabilization of metal nanoparticles was carried out well, since metal
nanoparticles are prone to agglomeration and aggregation and instantaneously oxidize immedi-
ately after production. Figure 3 shows the energy-dispersion spectra of nanoparticles of iron (a),
nickel (b) and cobalt (c). As can be seen from Fig. 3, the synthesized nanoparticles have practically
no impurities and non-participating ions, i.e. are pure metallic nanoparticles.



Hajiyeva F.V

Fig.3 EDS spectrum of the iron (a), nickel (b) and cobalt (c) nanoparticles.
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Fig.4. AFM images of iron (a), nickel (b) and cobalt (c) nanoparticles.
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In Fig4. AFM images of iron (a), nickel (b) and cobalt (c) nanoparticles are shown. The
morphology of the nanocomposites was studied using microscopelntegraPrima 2011 (NT-MDT,
Zelenograd). Figure 5 shows histograms of the size-distribution of nanoparticles of iron (a),
nickel (b) and cobalt (c). AFM results show that the average size of iron nanoparticles is 12-45
nm, nickel-18-20 nm, and cobalt-44-100 nm. Also, AFM images show that nanoparticles of metal
nanoparticles are well distributed and dispersed in stabilized systems. As can be seen, the results
of the SEM and AFM studies correlate well with each other.
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Fig.5 Histogram of the distribution of nanoparticles of iron (a), nickel (b) and cobalt (c) in size.

The main advantage of the space-limitedsystems, that is, the stabilizer in which the nano-
phase is formed, is the high degree of monodispersity of the synthesized particles, which is diffi-
cult to achieve by other methods. The formation of a spatially limited reaction zone in colloidal
systems occurs mainly as a result of non-covalent (lyophilic / lyophobic, van der Vaals,
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electrostatic) interaction of organic molecules with each other. It is on this principle that natural
nanoreactors and nanocontainers are built: molecular systems, non-covalently interconnected,
limit the reaction zone, and organic membranes serve to regulate the flow of a substance. In
water, the hydrophobic parts of the surfactant molecules in a polar solvent combine to form a
non-polar “island” (usually of a spherical shape). Once in the water, the surfactant molecules
first of all fill its surface and form a monomolecular film. In the film, the polar part of the
surfactant molecule becomes immersed in the inlet, and the non-polar hydrophobic radical is
located in the air, which leads to a decrease in the surface tension of water (hence the term
"surfactants"). After the surface is filled, new stabilizer molecules pass into the volume of water,
and when a certain concentration is reached — the critical concentration of the micelle formation,
the formation of aggregates (ensembles) of molecules occurs quickly.

CONCLUSION:

Therefore, analyzing the above experimental results we can conclude that by varying the
deposition conditions: the nature of the surfactant, the surfactant concentration, the concentration
of the initial reagents, temperature, solution pH, one can controlthe dispersion, uniformity, di-
mensionality and purity of the resulting metallic nanoparticles.
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HIGGS BOSON RADIATION IN ARBITRARILY POLARIZED
LEPTON-ANTILEPTON COLLISIONS

S.K. ABDULLAYEV, M.Sh. GOJAYEV
Baku State University
Baku / AZERBAIJAN

sabdullayev@bsu.edu.az, m_gocayev@mail.ru

ABSTRACT
In the framework of the Standard Model, the Higgs boson and heavy fermion pair production process in

electron-positron or muon-antimuon collisions is considered: e e* — Hff , here ff —is the lepton pair (7 z") or

quark (bb, tt) pair. The mechanism of Higgs boson radiation by a heavy fermion pair is investigated in detail.
Taking into account the arbitrarily (longitudinal and transverse) polarizations of the lepton-antilepton pair and
the longitudinal polarizations of the heavy fermion pair, analytical expressions for the differential and integral
cross sections are obtained. The left-right and transverse spin asymmetries, as well as the degree of longitudinal

polarization of the fermion are determined. At the energy of the lepton-antilepton pair Js=1TeV, the dependence

of the effective cross section and asymmetries on the energies and angles of departure was studied.

Keywords: Standard Model, electron-positron, Hiqqs boson, fermion coupling, spirality, spin asymmetry.

IXTIYARi POLYARLASMIS LEPTON-ANTILEPTON TOQQUSMASINDA
HiQQS BOZONUN SUALANMASI

XULASO
Standart Model ¢argivasinda elektron-pozitron ve ya miion-antimiion toqqusmasinda Hiqqs bozonla agir

fermion-antifermion ciitiiniin yaranmasi prosesina baxilmigdir: ee* — Hff , burada ff - lepton (z77") ve ya

kvark (bB, tt ) ciitiidiir. Higgs bozonun fermion va antifermion terafinden siialanmasi mexanizmi atrafh tadqiq
edilmigdir. Lepton-antilepton ciitiiniin ixtiyari (uzununa ve enins), fermion ciitiiniin ise uzununa polyarlasma
hallarin1 nazars almagla prosesin diferensial ve inteqral effektiv kesiklari ii¢iin {imumi ifadalar alinmigdir. Sol-sag
va enina spin asimmetriyalar1 vo fermionun uzununa polyarlasma daracasi toyin edilmisdir. Lepron-antilepton
ciitliniin enerjisinin Js =1TeV qiymotinds effektiv koesiyin ve asimmetriyalarin bucaqlara ve enerjilore gore pay-

lanmalar1 yrenilmisdir.

Acar sozlar: Standart Model, elektron-pozitron, Hiqqs bozon, agir fermion ciitii, spirallig, spin asimmetriyast.

M3AYYEHME XNITC BO30HA B ITPON3BO/AbHO ITOASIPMY30BAHHBIX
AEINNTOH-AHTUAEIITOHHBIX CTOAKHOBEHMWSIX

PE3IOME

B pamxax CrangapTHoii Mojean paccMOTpeH Iporiecc poskAeHns Xurrc 6030Ha U TAKeA0M (PepMIOHHO
Iaphl B 9AEKTPOH-IIO3UTPOHHbIX UAY MIOOH-aHTUMIOOHHBIX CTOAKHOBeHusIx: e e” — Hff , 34ech ff — aenToHHas

napa (7 7") uan kBapkoBast (bb, t) napa. [ToapoOHO 1MccaeqoBaH MeXxaHM3M U3AydeHMss XUITc 0030Ha TAKeA0M
Ppepmuonnoit mapoit. C yueToM MpOn3BOABHEIX (TPOAOABHEIX 1 ITOTIEPeYHbIX) ITOAIPM3alNii AeIITOH-aHTIAeIITOH-
HOJI Iaphl U IPOAOABHBIX ITOASPU3ALINIL TsKeA0v (PePMUOHHOI Iaphl II0AyJeHbl aHaAUTIIECKIe BHIPaske s A5
AnddepenIabHOTO M MHTErpaAbHOTO cedeHmit. OIpeseaeHE! AeBO-TIpaBas I ITOIepevHas CIIMHOBBIE acIMMeTPI,

a TaKke CTereHb IPOAOABHON MoAgpu3anun pepmuona. [Ipy sHepInm AenTOH-aHTUAEIITOHHOM Maphl Js=1

ToB nsydena saBrcuMocTs 9P PEKTUBHOTO CeUeHNs ¥ aCMMEeTPUIit OT DHEPTUI U YIA0B BhLAeTa.

Karouesbre caoBa: CtangapTHas MOJAeAb, DAeKTpoH-mo3nTpoH, Hiqqs bozon, Tsoxeaas pepmmonnas mapa,
CIIMPaAbHOCTS, CIIVHOBAS aCHMMeTPUA.
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Higgs Boson Radiation in Arbitrarily Polarized Lepton-Antilepton Collisions

1. Introduction

The standard model (SM) describes well the physics of strong, electromagnetic, and weak
interactions between leptons, quarks, and gauge bosons [1-5]. A doublet of scalar fields

(00

value. As a result of spontaneous symmetry breaking due to quantum excitations of the scalar
field, a new particle appears - the Higgs scalar boson, and due to the interaction with this field,
the gauge bosons, quarks and charged leptons gain mass. This mechanism of mass generation of
fundamental particles is known as the Higgs mechanism of spontaneous breakdown of gauge
symmetry [6-9].

N
Q= ((p J is introduced into the model, the neutral component of which has a nonzero vacuum

The discovery of the Higgs boson with characteristics corresponding to the predictions of
the SM was carried out by the ATLAS and CMS collaborations at the Large Hadron Collider
(LHC) in 2012 [10, 11] (see also the reviews [12-14]). In the first experiments conducted in the
LHC, the main properties of this particle were established. The Higgs boson is a scalar particle
with spin zero, positive parity, nonzero vacuum value, mass about 125 GeV, interacting with
W *- and Z°-bosons with a coupling constant proportional to their masses. With the discovery
of the Higgs boson, the SM has entered a new stage in the study of the properties of the
fundamental interactions of elementary particles. An accurate measurement of all the coupling
constants of this particle with fundamental fermions can be an argument in favor of or a
counterbalance to the fact that it is in fact a Higgs boson of the SM. In this connection, interest in
various channels of the Higgs boson production and decay has greatly increased [1, 15-29].

Determining the main characteristics of the Higgs boson is the main task of the LHC and
future high-energy electron-positron (muon-antimuon) colliders. Collisions of electrons and
positrons at high energies is an effective method for studying the mechanisms of interaction of
elementary particles. This is mainly due to the following two circumstances. First, the interaction
of electrons and positrons is described by the SM, so the results obtained are well interpretable.
Secondly, since electrons and positrons do not participate in strong interactions, the background
conditions of the experiments are significantly improved compared to studies conducted with
hadron beams. The latter circumstance is especially significant when studying processes with
small cross sections. We only note that experiments carried out with electron-positron beams at
LEP and SLC acceleration centers up to energies of +/s =209 GeV in the center-of-mass system
played an essential role for precision testing of SM [1, 2].

At present, the construction of a new generation of electron-positron colliders has already
been designed [23, 30]. In the future, these colliders will allow us to study the physical properties
of the standard Higgs boson.

In [16, 27], we investigated the processes of production of the Higgs boson and a light
fermion pair in arbitrarily polarized electron-positron collisions. The joint production of the
Higgs boson and the heavy fermion pair was first considered in [31]. Here authors consider the
electromagnetic mechanism of the production of a heavy fermion pair and the Higgs boson
radiation from the fermion line e +e" >(*)— f+f+H. In [32] (see also [33]), in the
framework of the SM, the production of the Higgs boson H and the heavy tt -quark pair
e +e" > (r*Z2*)—>H+t+t was considered. Here, a cross section is obtained, integrated over

the angles of emission of particles and characterizing the distribution of the tt -quark pair by
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energy. In recent works [34, 35], we have considered a process e” +e™ — (y*) > H+ f + f with
allowance for arbitrary polarizations of the electron-positron pair and the helicities of heavy
fermions.

In this paper, we studied the joint production of a standard Higgs boson and a longitudinally
polarized heavy fermion pair in arbitrarily polarized electron-positron collisions in the frame-
work of the SM:

e +e" > Z)o>H+f+f, (1)

where ff —may be alepton (z 7" ) or quark (bb, tf) pair. The differential and integral sections

of the process are calculated, and the dependences of the cross sections, angular and spin
asymmetries on the energies and angles of emission of particles are studied. The possibilities of
measuring the interaction constant g, are discussed, which is very important for verifying the

Higgs sector of the SM.

2. The square of the matrix element of the process e"e* — Hff

According to the SM, process (1) is described by two types of Feynman diagrams, shown in
Fig. 1, where 4-particle momenta are written in parentheses. Of these, diagrams a) and b)
correspond to the Higgs boson radiation by a heavy fermion pair, and diagram c) describes the
radiation of the Higgs boson by the vector Z° -boson

Fig. 1. Feynman diagrams of reaction e e* — Hff

é(p.) f(g) €p,) f(g) €p) FACA)

e(p) f(q) ep) f(q) ep) f(q)
a) b) c)

The matrix element corresponding to diagrams a) and b) can be represented as (diagram
¢) was studied in detail in [16], therefore, it is not considered here):

Mi—)f:Mi(i)f_"Mi(i)f’ )
. 2
ie°Q¢
i(i)f = Ot ‘K(Z) -JL”' 3)
Mi(i)f = ie”D; ()0t ‘5(5) 'JLZ)- (4)

Here Q -is the electric charge of the fermion in units of elementary charge €, gz =m; /1

— is the constant of interaction of the fermion with the Higgs boson, 7 =246 GeV is the vacuum
value of the Higgs boson field, s = (p, + p,)? — is the square of the total energy e e" -pairs in the

center-of-mass system, m; — is the mass of the fermion, D, (s)=(s— |v|§)*1 , M, — mass of

0
Z" -boson,

09 =0, (p2)y,e(Py), £ =0,(P2)y,[9y (&) + 759 a (€)1 (Py), 6)

10
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_ (jl+l2+mf (?12+I2—mf
J(y):u —
] f(ql)[(ql+k)2 _m% 7,u 7;1 (q2 +|()2 _m%]Uf(qz)

(6)

@ _ G +k+ G +k—m
Ji =Ug(qy) ﬁ?ﬁ;[gv(f)ﬁL?’sgA(f)] yy[gV(f)-f_}/SgA(f)]W vt (%),
Q-+ _

— electromagnetic and weak currents e e" - and ff -pairs; gy (e) and g,(e) (gy(f) and ga(f))

is the vector and axial-vector coupling constants of the electron (fermion) with the Z° -boson

1 1

_ P .2
"0 2y O )

I3(f)—2Qxy fo ls(f)

() =r——x, W) =gF7———,
o 2\ Xy (1= Xy A 2\ Xy (1=xy)
I,(f) =+1/2 — the third projection of the weak isospin of the fermion f; x,, =sin?8, -
the Weinberg parameter.
The square of the matrix element (2) is expressed by the formula
4
Mii] =7 08 [QFLE) - HE —2Q X LD, -HE, + XELE - HE, (8)

|af‘

Where X, =(1-,)7, b =M2 /s, L) (H (7) L(Z) (H(Z)) and L(') (H(')) are the electro-

,uv
magnetic, weak, and interference tensors of the electron-positron (heavy fermion) pair. All
lepton tensors are preserved:

L2 -p, =L -p, =0(a=7i;2).
Due to this, in the center of mass system, only the spatial components of these tensors
contribute to the cross section

L& HO=1® . HE  (m,r=1,2,3).

Ny
Tensors L are easily calculated on the basis of currents E(Z) and E(ﬂz) , and in the case of

the annihilation of arbitrarily polarized e e"-pairs have the following structure [36, 37]:

LG = 6§09 =
=§[(1—mx5mr = NN )+ (A = )i N + (1) S = NN 1) = nllae = et ]
=908 =gy (LY +2 5 9 (O = )G ~ NN )+ (1= Aada)icines N ©)
LG =@ [gv<e)+gA(e)]L”+ 29y ()9a (O[04 ~ 1) (S ~NyN,) +

+ (L= 24 4)igmsN g1 - 504 (e)[(ﬁlﬁz)(5mr ~N N = mar = Mo ],

where 4, and 4, (73, and 7j,) —is the helicity (transverse components of the spin vectors) of

the electron and positron, N —is the unit vector directed along the electron momentum.

From the expressions of lepton tensors, it follows that in the case of annihilation of
longitudinally polarized e e" -pairs the helicity of the electron and positron must be opposite

11
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— A4 =—4, =+1 (the electron is right, and the positron is left — eze, or electron is left, and the
positron is right — e ey ). This is due to the law of conservation of the total moment in the

transitions " +e" >y *and e +e" > Z *.

As for the fermionic tensors H ,(Tf}) , we note that, in general, they have a cumbersome ex-

pressions and therefore are not given here. However, at high energies of colliding electron-
2
m 2
positron pairs (/s =1 TeV), the rations — and —* can be neglected (for example, for the
S S

2

heaviest t-quark at +/s =1 TeV, this ratio is (11:):(3)02j =0.03 <<1). Then neglecting the terms
2 2

proportional Tf and TH' for fermionic tensors, we have expressions (we assume that the

heavy fermion pair is polarized longitudinally):

2
HO =000 o X (44 hyh,)(S,, - +(hy + hy)i ,
mr ]m ]r 2(1—x1)(1—x2)[( 1 2)( mr nmnr) ( 1 2)18mmnq]

H = 5057 -

Xy X
=gv<f>Hr%>+ 9a(F)L+hyhy) X - nemqu (Nog=Ng) ==~ (mq—nq)}+
M

[XHXZ(n Ny +Ny n2m)+2(1 X1)5mr]

+— gA(f)(hl + hz){

T1x [XHxl(nmnlr +N,N30) +2(1—=X5) O ]} (10)
1
HE = 38 37 =192 (£)+ gA (DIHY — g4 (1)@ +hehy) L+ X ) (S —NNp) —

X
-5 gA(f)(h1+h2)XH|8mrq[1 (n2q q)_l_lx (nlq_nq):|+
2

1 X
5 0v (Dga(f)d+hih;)xy, lgmqu (N2q=Ng) =7~ : (nlq—”q)}+

[XHXZ(nngr + nran) + 2(1_X1)5mr]_

+%gv(f>gA<f)(hl+h2>{1_1xz

[XH X1(nmnlr + nrnlm) + 2(1_ X2)5mr]}-

1
2E, 2E,
—, X2 [

Js Js
2E,,

and Xy :T =2—X; —X, — are the scaling energies of the fermion, antifermion and Higgs
S

Here h; and h, — are the helicities of the fermion and antifermion, X; =

boson, respectively, i, i, and i, — are the unit vectors along the Higgs boson, fermion and
antifermion momentum.

From the fermionic tensors (9) it can be seen that, in contrast to the helicity of the electron-
positron pair, the helicity of the fermion and the antifermion must be the same h; =h, =+1

(the fermion and the antifermion are right — fj fr or left— f, f, handed).

12
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We use a coordinate system in which the OXZ plane coincides with the particle production
plane G, +@, +k =0, and we introduce angles &, y and ¢, where § —is the polar angle bet-
ween the Z axis and the direction of the electron beam, y —is the azimuth angle between the
birth plane and the plane defined by the Z axis and the electron beam, ¢ — the azimuth angle

between the planes of birth and transverse polarization of the electron.

We introduce the so-called correlation functions o, (k =1+ 9), by means of the relations:

s s 1 s S s
o =HY + HY), o, = E(H< '-HY), o;=HY,
1 1 1
= S HD) 5= S e HE), o =S (HE + HEY) ay

A A i A A i A A
oy =i(Hp ~HyY), oy = (HE' - HE)), 0o =—(HY - HEY)).

Here H{) —is the symmetric, and HYY —is the antisymmetric part of the tensors. Then

the product of the electron-positron and fermionic tensors can be represented as:
L. HE = (L(fl) + 1) 0+ () 1)) 0, +1S) o + (LY + L)) - 0, +
+ (L(253) + L) -0 + (L) + 1)) - o, (12)

LA (A :-%(L&M LYY o, —i(L) —LD) - 0 —i(LLY) — LY - o,
where L&) and L) — are the symmetric and antisymmetric parts of the lepton tensors.

3. Angular distribution of particles in the reaction e’e” — Hff

First, consider the angular distribution of particles # and y in the case of unpolarized

particles. In this case, for the differential cross section of the reaction (1), the expression

d*c _a(ZQEDNC 2
dyd(cos@)dx,;dx,  1287x°%s 8Hf

[Gp-04+Gg o5 +Geoc]- (13)

Here N - is the color factor (in the case of the production of a lepton pair 777" N =1,

and in the case of the production of a quark pair bb or tt N =3), the notation
Ga =Qf —2Q9y (9y (F)Xz +[07 (&) + gA@)IgY () + g4 (1IXZ,
Ge =204 ()94 (N-Q( +29y @3y (X2 1z, (14)
Ge =[97 (&) + A (A (X3,
o= %(1+COSZ 0) o, +sin? O(cos2y -0, +05+sin2y-o,)+sin26(sin y-o5 +cosy-oy),
op =c0s8 -0, +2sinf(cos y -og +sin y - 0y), (15)
oc = %(l+cos2 0)-c} +sin’ O(cos2y - o) + b +sin2y -0} ) +sin 20(sin y - o} +Cos y - o).

Correlation functions o, and oy, entering in (15), depend on scaling energies x; and X,
(Xy =2—X; —X,) and they are easily determined on the basis of fermionic tensors (10):

13
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Glzi(z_nz) o, :an
(L-x)(A-x;) " (T-x)(A-x,) x
o3 =2X—H(l_nzz)7 oy =_2X—H.nxn2’
(1-x1)A-X3) (1-x1)A-x;)
X X X X
o7 :ZXH 2X (nz _nZZ)_ﬁ(nz _nlz):|l Og :XH|:1 2 (nx _n2x)_l lx (nx _nlx) ’
A2 A A2 A1
o5 =05 =09 =0. (16)

o} = -4(1+xy)2-n7), o5 =-2(1+xy)n,

X oy =04 =0.
oy =—4(1+xy)(2-n?), oy =41+x,)n,n,,

As can be seen, due to the orthogonality of the Y axis to the particle production plane,
the correlation functions o5, oy, 0y, o5 and og vanish.

The distribution of particles in the Dalitz diagram is determined by the laws of conser-
vation of energy and momentum:

X1 +Xo +Xy =2, X4y + XMy + Xy =0.

The boundaries of the allowed area of the Dalitz diagram are determined by the equations

X =[x £;| (i #]#k)

and lines X; =X,, X; =Xy and X, =X, divide this diagram into six different areas. In the
region of (i; j) the scaling energies of the particles x; and X; satisfy the conditions

Xj 2X; =X (i#]#Kk).

We can direct the axis Z along the impulse of the most energetic particle and choose an
X axis so that the x-th projection of the impulse of the second more energetic particle beco-
mes positive. Then the following areas of the Dalitz diagram are obtained:

Ib(1; 3): i, =(0, 0, 1), fi, =(Sp,, 0, C1), M=(Sy3, 0, Cy3);
Ib(1; 2): n; =(0, 0, 1), A, =(Sy, 0, Cp), N=(-S3, 0, Cy3);
ITa(2; 3): n, =(0, 0, 1), fi; =(-=Sy, 0, Cyy), N=(Sy3, 0, Cx3).
IIb(2; D: N =(0, 0, 1), Ay =(Sy, 0, Cy), M =(-Sy3, 0, Cx3);
ITTa(3; 1): A, =(0, 0, 1), iy =(S3, 0, C31), Ny =(-S3,, O, Cyy).
ITIb(3; 2): 1 =(0, 0, 1), Ay =(-Sg;, 0, C3), Ny =(S3, 0, C3).

Note that in region Ia (1; 3), the axis Z is directed along the impulse of the more energe-
tic fermion, and the impulse of the second energetic Higgs boson has a positive X -projection
(see Fig. 2a).

Here, the notation s;; =sin &; and ¢;; =c0s 6, where §;; — the angle between the directions

of the particle momenta i and j. These angles depend on the scaling energies of the particles

2JAx)A-x)A-x) oy 2i*x =D

ij
XiX; XiX;

(17)

14
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Fig. 2. Coordinate systems Ia, Ila and IIla.

X X X

Using these expressions, it is easy to determine the correlation functions in each area of
the Dalitz diagram. Here we present the correlation functions in the coordinate systems Ia
and Ib (the upper sign corresponds to the system Ia, and the lower sign to the system Ib):

2 2
o} :ZX—H(2_5123)r 0, = aZ 5123/
(1=x7)1-x,) (1=x7)(1—-x,)
2 2
231 (1- C123)r o=+ 23} "513C13/ (18)

Oy=—"-"7—"— _—
(1=2x1)(1~x5) (1=21)(1~x5)

X1

x x
(I1-ci3) | o5 =xpy|—2—(S13+5p)———513 |
1-x 1-x;

x
Oy = 2xH|:1—2(C13 —Cpp)+ 1

2 —X

o) =—4(1+x,)(2-5%), oh=-2(1+X,)s%,
oh =41 +xy)A-c%), o) =FA(1+Xy)515C3,

os =05 =0.

Expressions of correlation functions in the coordinate systems Ila, b and Illa, b are given
in the Appendix.

The angular distributions of particles are:

d*c _ aéEDNC
dyd(cosO)dx;dx,  1287°%s

8rGa(or +203)(1+ap)[1+ a cos® 6+

+a,8in 2 0cos 2 y +ay, sin 2 Osin 2 + ar; c0s O+ ag sin Ocos ). (19)

Here the coefficients of angular distributions of particles are introduced:

o _G¢ o1+203 o - 1 0'1—263+G_C.G]'_—20é
(e ! 1 ’
GA Gl+263 1+0(0 O-1+203 GA O-l+20'3
b L [ 20, G 20y ] 1 [ 20, G 20 (20)
2 l+ay | 0y+20, G, o,+20; | 4 l+ay | 0y+20, G, o,+20; |
1 GB 267 a 1 GB 408
B . ; .

a7: , = -—_ .
l+ay Gy o0,+203 l+ay Gy o0,+203

We present estimates of the coefficients of the angular distributions of particles ¢ (k=1,

2, 4,7, 8) in the coordinate system Ia (1; 3), where these coefficients have the form

15
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Ge 2 3ch -1 1-aq

ay=——C . = (1+x)1-x)(1-x,), a=—B_-.-—%

0= R, @ =R

o = 5123 '1_%, a4:—2313cl3-1_a0,
3-ch l+a 3-ch 1+a

a = Gp 1 2[xp(1-x)(c13 —c12) + 21 (1= x5) (1 —cq3)] ) . (21)
Ga 1+ag Xy (3-cis)

o =ﬁ 1 2[x2(1—x1)(513+slz)—x1(1—x2)513].

57 G, 1+ xy(3-ck)

The results of estimates of the coefficients of angular distributions are presented in Fig.
3, which illustrates the dependence of the coefficients ¢, (k=1, 2, 4, 7, 8) on the variable x,
at a fixed scaling energy Xx; =0.9 in the reaction e +e" —>H +7" +7". As can be seen, the
coefficient a; (ag) at the beginning of the energy spectrum is positive (negative) and
monotonously decreases (increases) with increasing energy x,, takes negative (positive)
values at the end of the energy spectrum. The coefficients of the angular distributions «,, a4
and «; positive, with increasing energy X,, the coefficient &, increases, and the coefficients
a, and a; decreases.

Fig. 3. The dependence of the angular distributions coefficients on x, in the reaction e"¢* — Hr ¢*

0,8
0,7
06
05
04
03
02

Qy, Oy, O, O, Og

01 f

4. Left-right and transverse spin asymmetries and the
degree of longitudinal polarization of the fermion

When annihilating electron-positron pair a longitudinally polarized, the differential
cross section of reaction (1), integrated over the angles # and y, can be represented as:

d’c(4,4)  d’oy

S g e V= AA]. 22)
Here

d*o, _a(ngDNC 2 Xy a2 2 2 2

dadx, 12w 8Hff GAm 2gv(e)+8a(@Iga(f)(L+xy)X7 (23)

— differential cross section of this process in the case of unpolarized particles, and
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_ GpXfi —49y (8)9a (B9 (F)(L+x1) (LX) (L - X)X (24)
GpXfy — 2[5 (&) + 9 (O)194 (F)(AL + X)L — X, )L — X)X 2

— the left-right spin asymmetry due to the longitudinal polarization of the electron and
the designation introduced

Gp =2Q.Q9a(&)9y (F)X7 + 29y (€)ga ()T () + g (F)IXZ.

ALR

The left-right spin asymmetry A g in the process e +e" > H +7 +7" at X, =0.9 about
5.1% and slightly increases with growth X;, remaining almost constant. The same character
is the left-right spin asymmetry in the process e +€" — H +t+t. However, in this process

e +e" >H+7 +77, the left-right spin asymmetry is almost three times greater than in the
process.

Due to the weak interaction in the process e + e" >H+f+f under consideration, fer-
mion and antifermion can be produced longitudinally polarized. Taking into account the
longitudinal polarizations of the heavy fermion pair, the differential cross section integrated
over the emission angles is:

d’s(h;,h,) 1 d%o,
ax,x, = Z ax,x, [1+h;hy +(hy +hy)Ps]. (25)
Here
Pr =£Q:9y (©)0a ()X, +[07 (&) + 9 (1gy (F)ga (F)XZ Ix
${@=X1)[XpXaC15 +3(1 = X1)] = (1= X2)[Xp X1 (C3C1p —S13512) + 3(1—Xp)I}x - (26)

xBaxis —2(1-x;)(L-X2)[9v (&) + 9a (BIgA (F)(L+xp )X}

— the degree of longitudinal polarization of the fermion or antifermion in the coordinate
system Ia.

The degree of longitudinal polarization (20) is convenient to investigate in the process
e +e" >H+7 +77, since decay widths 7~ >z +v,, 7 >K +v, and 7~ > p +v, are
sensitive to 7 -lepton polarization and exploring these decay channels it is possible to experi-
mentally measure its degree of longitudinal polarization.

In fig. 4 illustrates the dependence of the degree of longitudinal polarization of a 7 -lepton
on a variable x; with a fixed x, =0.9 and x, =0.95. With an increase in the scaling energy

Xy, the degree of longitudinal polarization of the 7 -lepton monotonously decreases, and an
increase in energy X, with a fixed x; one leads to an increase in the degree of longitudinal

polarization.

Now consider the distribution of particles in the angles ¢ and ¢ . In this case, the anni-

hilation cross section of the transversely polarized electron-positron pair, integrated over the
azimuth angle y, has the form:
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Fig. 4. Energy dependence of the degree of longitudinal polarization P; in the process e"e” — Hz z".

50

4
P;, %

30 |
20 f
0t
0 1 1 1 1
0,55 0,6 0,65 07 075 08

d*o(17,,7,) d*o,

o = 0 [1+A 11, cOS 2¢], (27)

ded(cos A)dx,dx,  dgd(cos 8)dx,dx,
where

d*o, _ aéEDNC
ded(cos@)dx,dx,  1287%s

815Ga(or +203)(1+ ap)(1+; cos” 6) (28)

— differential cross section of this process in the case of unpolarized particles,

A, = pisin®6 Ry

= 29
1+ f3,c0s?0 F, @9)

— transverse spin asymmetry due to transverse polarizations of the electron-positron
pair. The notation is entered here:

ﬂ1261—263’
o, + 20,
_ L_ 2 2 2 2
&—mzwﬂML%ﬂ[m@+%@MANMWMM, 30)
2
Fs i {Q2Q7F +2Q,Q: X9y ()gy (f)+XZ[97 (6) — 9 (©)I[g7 () + gA ()1}-

T 2(1-x) (- xX5)
~ X293 () — 94 (&)1ga (F)(L+xy),

In fig. 5 illustrates the angular dependence of the transverse spin asymmetry (29) in the
process € +e" —>H +7 +7" with x; =0.95 and three values of the variable X, =0.55, 0.6 and
0.65.

With an increase in the angle @, the transverse spin asymmetry increases and reaches a
maximum at an angle of #=90°, a further increase in the angle ¢ leads to a decrease in the trans-
verse spin asymmetry, at the end of the angular spectrum the transverse spin asymmetry va-
nishes. An increase in energy x, leads to a decrease in transverse spin asymmetry.
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Fig. 5. Dependence of the transverse spin asymmetry on the angle @ in the reaction e ¢” — Hr ¢
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5. The distribution of particles in a variable T

The distribution of fermion and antifermion in variables X; and X, is expressed by the

formula:
d*o, aéEDNC 2 1-x; 1-x 2 2 2 2
dxdx, T T iom Shr Gal 2+ l—x: +—1—xj —2[gy(e)+ga(@)]ga(HA+xy)X7 - (31)

We introduce new variables T =max(X;,X,,Xy), T; and T, so that inequalities
T>T,>T,=2-T-T, are satisfied. We direct the axis Z along the impulse of the most
energetic particle and integrate the section in a variable T, with a fixed T one. Then we get

the results below:

d 2N, 1-T) 1
e géﬁ{cﬂ h{Tj — 4 187(0)+ A (@)I8A ()1 +x4) X5 (12-5T)(3T - 2)} ;o ()

2)at X, =T and X, =T; (orat X, =T and x; =T;):

do _adwNe {GA{(3T—2)(6—5T)_(1_T)1n(2T—1ﬂ_
1-T

AT~ 12w SMF 2(1-T)

—%[gé (€) + 4 (6)1ga ()XZ (12 —5T)(3T —2)}; (33)

3)at x; =T and Xy =T, (orat X, =T and X, =T))

do _ adpNe Gr-22-T) . 2T-1)]
4T~ 12 ngf{GA{ 2a-n) ¢ T)In(l—Tﬂ

1
-1} @+ g @GR (X3 (12-5T)ET -2 4
By adding the contributions to the cross section of individual regions of the Dalitz diag-

ram, we obtain a cross section characterizing the distribution of the most energetic particle
on a variable T :
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do _adwNc , ¢, (3T—2)(4—3T)+1n(2T—1j )
ar 1273 i (1-T) T )
—z[gé(e) +84(e)1g4(f)Xz(12-5T)(3T - 2)}

In Fig. 6 shows the dependence of cross section of the reaction €™ +e" — H +t+t on the
variable T at /s=1 TeV and m, =173.2 GeV. The growth of a variable T from 0.725 to 0.9
leads to a monotonic increase in the reaction cross section from 0.252 pbarn to 4.529 pbarn.

Fig. 6. The dependence cross-section of the process ¢ e* — Htt of the variable T

5

dof/dT, fbarn

O 1 1 1 1 1 1
0,725 047 0775 08 0825 085 0875 09
T

Experimental study of the reaction € +e" —H + f + f is of particular interest, since it

allows you to accurately measure the coupling constant gy, .

Conclusion

Thus, we discussed the process of the associated production of the Higgs boson and a lon-
gitudinally polarized heavy fermion pair in the collision of an arbitrarily polarized electron-
positron pair e +e" — (y*Z*)— H + f + f. An analytical expression for the differential cross

section is obtained; the behavior of the cross section, the angular correlations of particles, the
left-right spin asymmetry A, g, the transverse spin asymmetry A |, and the degree of longi-
tudinal polarization of the fermion P; are investigated. The calculation results are illustrated

with graphs.
Appendix

Here we give the expressions for the correlation functions in the coordinate systems Ila,
b and Illa, b.

1) In systems Ila and IIb (upper (lower) sign corresponds to system Ila (IIb)):
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O P N A WD

11.

12.
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15.

16.

17.

18.

2
XH 2

2x2
Oy =7, S
(L-x)(L-xp)

_ _ 2
N ) B
2x3

ZXﬁ ——————5,5C
1L-x)A-xp) 2%

_ 2 .
7 Txxy) ot

X X X X
07 =2Xy| =—2—(Cpg = 1) ——"L—(Cp3 —Cpy) |, Og=Xp| £ —2—Sy5 ——L— (£ FSp;) |,
7 HL—Xz(za ) 1—x1(23 21)} 8 H{ 1-x, 2 1_X1( 22 ¥ 521)
o =—A(l+xy) 2-5%),  op=-2(1+xy)s%,
oh =—4(1+xy) (1-c%), 04 = +4(1+ Xy ) -S23C3;

2) In systems Illa and IIIb:

X3
oy =—————, 0,=03=0,=0,
P -xp)(A-x,)
Xy X4 _ X, Xy

o, = 2X l1-c,)-— 1-c , Og =Xyl|F Sa, Saq |,
7 HL_Xz( 32) 1_X1( 31)} 8 H|: 1-x, 32 1-x, 31

o1 =-8(L+Xy), 05 =0} =0} =0
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ABSTRACT

By molecular mechanics method have been investigated the conformational properties of bovine lactoferrin
derived ACE inhibitory tripeptide Leu-Arg-Pro (LRP). It is shown that the spatial structure of this tripeptide can
be described by set of low-energy conformations. Calculations produced the values of all dihedral angles of the
backbone and side chains of the optimal conformations as well as intra- and inter-residue interaction energies.
Based on theoretical calculations were obtained all energy and geometry parameters and determined the molecular
models of the most stable conformations of tripeptide molecule.

Keywords:ACE Inhibitory tripeptide, conformation, molecular mechanics method.

KOH®OPMAILIMOHHBIE OCOBEHHOCTMU AII® MHIMBUPYIOIIEI'O TPUITEIITUAA LRP,
IMPON3BOAHOI'O 3 MOAEKY Abl BIYLEI'O AAKTO®EPPMIHA

PE3IOME

MeToA0M MOAEKYASPHOV MeXaHMKI OBIAM MCCAeJ0BaHBI IPOCTPAHCTBEHHOE CTPOeHNe Y KOHPOPMAaIIOHHbIE
ocobennoctn AIl® yurnomupyromero tpunentnda LRP (Leu-Arg-Pro), mponssoaHOTO 13 MOAEKyABl OBIYbETO
aaxrodepprHa. KoHpopMaIimoHHbIT aHaAN3 Bcell MOAEKYABI BBIIBILA OIPaHIIEHHBIN HaOOp DHEPTeTUUYECKU IIpeJ-
ITOYTUTEABHBIX KOH(POPMAIIMOHHEIX COCTOSHMUII MOJAEKYABl TPUIIENTMAA B ONpeJeAeHHOM MHTepBale OTHOCH-
TeAbHOI Hepruu. B pesyanTaTe mccaeaoBaHMs ObLAM TakKe OIpejeAeHBl DHepreTHdecKu MpeArouTUTeAbHbIe
004acTy BeAMIMH ABYTPAHHBIX YIA0B , BEAMYMHBI DHepreTMYecKMX BKAaJ0B MeXXOCTaTOUHBIX B3aIMOAEVCTBUI 1
BOJAOPOJHBIX CBsA3€li, a Tak’Ke B3aIMHO€e PacIiOA0XKeHIe OCTaTKOB 1 UX DOKOBLIX Ierleil B HU3KODHepreTHIecKIX
korpopmanyrx LRP. Ha ocHOBe moAy4eHHEIX ITapaMeTpOB ObIAM IIpeACTaBAEeHBI IIPOCTPAHCTBEHHBIE CTPYKTYPHI
DHEPTeTHYECKN ITPeANIOYTUTe ABHEIX KOH(POPMAINil TPUIIENTHAA.

Karouesbie caosa: AII® narMOupyommit Tpunentns , KOHPGOpMaIus, MeToA MOAEKYASPHON MeXaHUKI.

BUGA LAKTOFERRIN MOLEKULUNDAN ALINMIS, AKE-NIN TRIPEPTID
INHIBITORUNUN KONFORMASIYA XUSUSIYYOTLORI

XULASO

Molkulyar mexanika tisulu vasitesilo LRP (Leu-Arg-Pro) tripeptid molekulunun faza ve konformasiya xiisu-
siyyatlari tadqiq olunmusdur. LRP tripeptid molekulu angiotenzin konvertasiya fermentinin (AKF) inhibitoru
kimi tesir gostarir. Molekulunun konformasiya tadqiqi ayri-ayr: monopeptidlerin asagi-enerjili konformasiyalari
asasinda aparilmisdir. Hesablamalar naticasinde molekulunun daxilinds amale gelen qaliglar aras: qarsiliqli tesir-
larin enerji paylart miiayysn edilmisdir. Alinan naticalar asasinda tripeptidinin biitiin enerji vo handasi parametr-
lari hesablanmisdir. Molekulunun nazeri konformasiya analizi naticesinde enerji cohatdan an slverisli konforma-
siyalarimn stabillasdiren qiivvaiarin tebisti ve enerji paylari miiayyan edilmisdir . ©lds olunan parametrlors asa-
san, tripeptidin enerji cohatdan konformasiyalarinin molekulyar modeli hazirlanmisdir.

Acar sozlar: angiotenzin konvertasiya fermentinin (AKF) inhibitoru, tripeptid, konformasiya, molekulyar
mexanika tisulu.
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INTRODUCTION

Angiotensin converting enzyme (ACE) is an important factor in the regulation of blood
pressure. ACE inhibitors are widely prescribed for cardiovascular diseases, including high blood
pressure, heart failure, and kidney failure. Angiotensin-converting enzyme (ACE) plays a critical
role in blood pressure control systems (renin-angiotensin system) as it converts angiotensin I into
angiotensin II, leading to the development of hypertension. Therefore, it is quite essential to
study the inhibition of ACE in order to prevent and manage hypertension. ACE-inhibitory
peptides, which are safer than synthetic ACE inhibitors, have been shown to be useful as
antihypertensive drugs. Structural bioinformatics show that the activity of ACE-inhibitory
peptides is related to both their molecular masses and amino acid sequences. Some studies
showed that short-chain polypeptides with low molecular masses exhibited high ACE-inhibitory
activity. The majority of ACE inhibitory di- and tripeptides have Pro in the C-terminal position
and a branched chain amino acid, I, L, or V, in the N-terminal position. In the work [1] have been
investigated the ACE inhibitory peptides from bovine lactoferrin and to explore their potential
antioxidative and anti-inflammatory activities. So, 8 peptides were identified and tripeptide Leu-
Arg-Pro, LRP (ICs0=1.2+0.05 uM) showed the highest ACE inhibitory activity. LRP (50 uM) sig-
nificantly inhibited tumor necrosis factor-alpha (TNF-a)-stimulated inflammation in endothelial
cells. LRP (20 and 50 uM) also significantly reduced superoxide level in basal oxidation test. The
results indicated that ACE inhibitory tripeptide LRP also showed antioxidative and anti-
inflammatory activities, suggesting its potential application against hypertension. For
understanding of the mechanism of action of pharmacologically active peptide is necessary
knowledge their preferred conformational particuliarities. The major aim of the present article is
the investigation of the preferred conformations of LRP tripeptide with the purpose of getting
insight into basic structural requirement that determine ligand-receptor interaction. The
comparative conformational analysis of this tripeptide have been carried out by molecular
mechanic method, which allow to determine a whole sets of energetically preferred conformers
of peptide molecule.

METHOD

This investigation were carried out using molecular mechanics method as described in
Refs.[2,3]. Computations were carried out on the computer using universal programs complex
[4]. This program calculates the conformational energy of a peptide as a sum of nonbonded,
hydrogen-bonded and electrostatic energies for pairwise atomic interactions and torsional
potential energies for rotation about bonds. Bond lengths and bond angles are fixed at standard
values, and only dihedral angles are allowed to vary. For a stable conformation, the ¢, {,w, x
dihedral angles of backbone chain are located in a low energy regions: R (¢, { = - 180°-0°) ,B (¢ =-
180°-0°, Y = 0°-180°), L (¢, P =0°-180°) and P (¢ =0°-180, { =-180°-0°). The conformational state of
each amino acid residue is conveniently described by backbone ¢, 1\, and side chain x» dihedral
angles. All backbone forms of a dipeptide can be classified into two types, referred to as shapes:
folded (f) and extend (e) . For a tripeptide, all possible backbone forms may be specified by four
shapes, ie. ff, fe, ef and ee. The number of forms in each shape depends on possible
combinations of R,B,L and P forms are possible for glycine, R,B, and L forms occur with alanine-
type residues, but only R and B for proline. The dihedral angle values corresponding to the
lowest energy states of monopeptides were used as starting conformations. The conventions
used for torsion angles are those of [IUPAC-IUB Commission [5].
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RESULTS AND DISCUSSION

Three-dimensional structure of the Leu-Arg-Pro have been investigated basing on the low-
energy conformations of constitutive monopeptides. The starting conformations of the Leu-Arg-
Pro tripeptide were obtained by combining the low-energy structures of all of residues. The
residues of the tripeptide have different side chain possibilities. It should be noted that the N-
terminal residue of this tripeptide has large hydrophobe side chain and thefore its side chain is
relatively flexible, but second residue Arg has large positive charged side chain. The Pro residue
is known to significantly limit the conformational possibilities of a peptide molecule. Unlike
other residues, Pro cannot realize conformations with the L-form of the backbone due to the
rigidly fixed bond. Moreover, only the B form of the backbone is conformationally stable for the
residue that precedes Pro [6]. For the second residue, the values of dihedral angles of the peptide
backbone were taken in the B-area. As a consequence, only two (ee and ef) of the four shapes
possible for a tripeptide are allowed for these sequences. In practice, only the positions of side
chains of the amino acid residues adjacent to Pro were varied, because Pro has no flexible side
chain. The starting structural approximations for the N-terminal tripeptides were chosen with
regard to the limitations associated with the Pro residue. For Pro, the angles were taken from the
B and R areas, and the B-, R-, and L-areas, for the first residue. The values of dihedral angles of
the side chains were taken to be 60, 180, and -60° for Leu and Arg residues. The angles of side chain
of Arg 3 and y4 were taken to be equal to 180°. These starting variants exhibit 396 conformers for
a tripeptide Leu-Arg-Pro belonging to only 2 shapes. The energy minimization of the obtained
set of the structural variations for this tripeptide, revealed a remarkable energy differentiation
among the optimal conformations. After energy minimization had been performed a rather limi-
ted number of conformations lay in the 0-4 kcal/mole AE energy interval. Tables 1 demonstrate
the values of the relative energy of optimal conformations of the optimal conformers obtained
after energy minimization for tripeptide Leu-Arg-Pro. Table 2 show the values of the energy
contributions of different forces in the most stable conformers obtained after energy minimization
for tripeptide. The spatial structures of the lowest energy conformations of this tripeptide are
shown in Fig.1. The effective interactions of the opposite charged atom groups of the residues
and terminal groups was possible in these conformations. This contact has the electrostatic
nature. The interaction of side chains is less effective in the other forms of this tripeptide. Cal-
culations showed that in global conformation of the the Leu-Arg-Proside chain of Leu is formed
the effective interactions with Arg side chain and C-terminal end group. The energy contributions
of these interactions are presented in Table 3. This investigation demonstrated a definite
conformational possibilities of this tripeptide. The values of energy contributions of intra- and
inter-residues interactions of backbone and side chains of lowest energy conformations of
tripeptide Leu-Arg-Pro are given in Tables 4. The values of dihedral angles of the three more
stable conformations of this tripeptide are given in Table 4.

Table 1. The optimal conformations of tripeptide Leu-Arg-Pro in relative energy interval 0-4 kcal/mole)

No | Shape | Backbone | The relative energy interval ( kcal/mole)

form 0+1 122 | 2:3 | 3:4 |4
1 BBB 1 3 2 6 150
ee LBB i ; - 2 70
2 RBB i - - 2 160
fe
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Table 2. Energy contributions of preferred conformations of all possible structured
types of the tripeptides Leu-Arg-Pro

Ne Conformation Energy contributions (kcal/mol) Erel
Enb Eel Etor. Eabs.

1. B21B2sB -10.7 | -35 |37 -10.6 0

2. B21B2B -8.8 02 |14 -7.6 3.0
3. B21B21B -8.4 0.1 1.5 -6.8 3.8
4. R21B12B -9.6 0.1 1.7 -7.8 2.8
5. R21B12B -10.5 1.6 1.6 -7.3 3.3
6. R21B12B -8.6 0.1 2.5 -6.1 4.5
7. L21B23B -9.1 0.2 1.5 -7.5 3.1
8. L22B23B -8.2 -2.6 3.7 -7.1 3.5
9. L21B21B -8.9 0.4 1.6 -6.9 3.7

Table 3. The energy contributions of the intra- and inter-residues interactions of
the stable conformations of Leu-Arg-Pro tripeptide

Ne conformation Leu Arg Pro
1-B21B2sB 0.4 0.7 -4.5
1I- B1B22B -0.3 0.8 -4.4
III- B21B21B 0.1 0.8 -4.5
IV- R21B12B 0.3 -0.9 -3.0
V- R21Bs:B 0.3 -2.8 -3.5 Leu
VI- R2B12B 1.2 -0.8 -3.1
VII- L21B23B -0.1 1.0 -4.8
VIII- L22B2sB 1.1 0.6 -4.3
IX- La1B21B -0.2 0.9 -4.6
I 2.1 -13.7
1I 0.2 -6.3
III 1.5 -7.1
v -0.3 -6.6
\% 0.3 -4.1 Arg
VI -0.3 -6.7
vl 0.7 -6.8
VIII 1.9 -11.3
X 1.6 -7.1
I 1.1
I 0.9
11 1.0
v 1.0
\Y 0.9 Pro
VI 1.1
VIl 1.0
VIII 1.1
IX 0.9

Table 4. The values of dihedral angles of the three more stable conformations of tripeptide Leu-Arg-Pro

Residue Conformation Backbone angles Side chain angles
9 \ ® x1 2 | x3 x4
Leu B21B2:B -70 141 178 178 70 180 178
R21B12B -62 -74 181 172 65 179 177
L21BsB 57 101 179 173 58 179 176
Arg B21BB -120 92 167 190 -74 194 179
R21B12B -143 52 173 60 183 181 179
L21B23B -132 82 178 187 -170 179 181
Pro B21B2sB -60 105 - - - - -
R21B12B -60 128 - - - - -
L21B2sB -60 128 - - - - -

26



Conformational Particularities of Bovine Lactoferrin-Derived Ace Inhibitory Tripeptide LRP

Figurel. The spatial structure of three different low-energy conformations
of tripeptide Leu-Arg-Pro; a) B21B23B; b) R21B12B; c) L21B23B
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CONCLUSION

Our calculations of the spatial structures of biologically active tripeptide Leu-Arg-Pro
demonstrated this molecule has a limited set of the stable structures that are characterized by
the extended backbone form. The conformational analysis helped reveal a number of special
features of spatial arrangement of these drug-based tripeptide, which may be useful as a base
for a directed search and synthesis of their more effective structural analogs.
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ABSTRACT

Fluctuations of a current in spending environments arise at availability external influences. It can take place,
if the spending environment is in an external electric floor, in external electric and magnetic fields and even at
availability of a gradient of temperature in the environment. In semiconductors (electronic type, electronically-
hole type) carriers of a charge from external influences are accelerated or slowed down impurity by the centers
and consequently distribution of a charge in the semiconductor deviates equilibrium values and thus inside of the
semiconductor there are areas with different values of an electric field. These sites (them name domains) move on
all image and then there are fluctuations of a current in-external a circuit [2].

Key words: semiconductors, electric, field, electric field, radiation.
N3AYUYEHUS ITPUMECHBIX ITOAYITPOBOAHMKOB BO BHEIITHEM DAEKTPUYECKOM ITIOAE
PE3IOME

ITokasaHo, 4YTO B IPUMECHBIX IT0AYIIPOBOAHMKAX C AByMs TUIIAMM HOCUTeAEN 3apsi4a BO-BHEIIIHEM 9AeKTpU-
9JeckOM II0Je BO3HMKaeT KoaAeDaHUs C oIpeAeAeHHON JacToTol. JoKa3aHO, YTO KOHTAaKThl II0AYIIPOBOAHIKA
CMABHO BAWSIET Ha KoAeOaHNs TOKa B Ilenu. VIHKeKiusa HocuTeAell yepe3 KOHTAKTHI M3MeHseT 3HaK MMIlejaHca
oOpasria. ITokasano, 4to B 0Opasiie B 3aBMCUMOCTH OT 3HaKOB HOCHTeAel 3apsaja IPOCXOAUTh KoaeOaHIs TOKa B
BOCBMIU ITPeAEABHBIX CAydasx. B 5TUX ImpeAeAbHBIX CAydasX IOAydeHbl aHaAUTIIecKre GOPMYABI A4S DAEKTpUIec-
KOTO I10AS U AAS 9acTOTHI KoAeDaHusA Toka B rernm. [ToaydeHs! 3HaYeHUs DAKTPUIECKOTO MOAS 4451 YaCTOTBIKO-
AeDaHMs TOKa, KOTda JacToTa KoAeOaHms OOAbllle BCeX XapaKTepHBIX JacTOT, a Tak’Ke KOrja JacTtora KoaAeOaHMs
TOKa, 0OAbIIIe YeM BCe XapaKTepHbIe YacTOTHL. JoKa3aHO, 4TO B I1eM BO3MOKHO BOSHUKHOBEHIST eMKOCHABHOTO 1
MHAYKTUBHOTO XapakTepa COIIPOTUBAEHM .

Karouessie caoBa: TIOAYTIPOBOAHVIKI, DAEKTPUIECTBO, 10A€, DAEKTPUIECKOE I101€, U3AyIeHNe.
ASQARLI YARIMKECIRILORIN XARICI ELEKTRIK SAHOSINDO SUALANMASI
XULASO

Isbat olunmusdur ki, iki tip kegiriciliys malik agqarli yarimkegiricilerds xarici elektrik sahasinde miiayyen
tezlikli ragslar yaranir. Gostarilmisdir ki, yarimkegiricinin kontaktlar1 dévrace cerayan ragslarine ciddi tesir edir.
Kontaktlarda olan yiikdastyicilarin injeksiyasi niimunanin impedansimin isaresini deyisdirir. Isbat olunmusdur
ki, niimunenin daxilinds yiikdasiyicilarin isarasinden asili olaraq sekkiz halda raqgs yarana bilar. Bu hallarin
hamisinda elektrik sahasi va tezlik {i¢iin analitik diisturlar alinmisdir. Ragsin tezliyinin xarakterik tezliklordan
boyiik v kicik qiymatlarinds elektrik sahasi va raqs tezliyinin ifadelori alinmigdir. Isbat olunmusdur ki, dévrada
induktiv ve tutum miiqavimatlari yaranir.

Acar sozlar: yarimkegiricilar, elektrik, sahs, elektrik sahasi, siialanma.

In impurity semiconductors recombination and generation of carriers of a current impurity
the centers lead to fluctuation of a current in the sample. Availability impurity the centers and
their charging conditions causes occurrence of fluctuation of a current in impurity semiconduc-
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tors. Some impurity in semiconductors create the centers, capable to be in the several charged
conditions (unitary, twice, it is triple positively or negatively charged). For example, atoms of
gold in Germany to the order a neutral condition, can be unitary positive also charged or unitary,
twice and is triple the negative charged centers; atoms of copper in Germany to the order a
neutral condition, can be also unitary, twice and is triple the negative charged centers; atoms of
copper in Germany to the order a neutral condition, can be also unitary, twice and is triple the
negative charged centers. These impurity have different power levels in the forbidden zone. In
dependence of removal of these levels on a valent zone (or from a bottom of a zone of conducti-
vity) them name deep levels. These deep traps are capable to grasp electrons and holes depending
on their charging conditions. Variations of concentration of electrons in a zone of conductivity
and holes in a valent zone lead to variation of the general electrical conductivity the semiconduc-
tor. Depending on an experimental situation these deep traps possess a different degree of activity.
In electric floor E electrons (as well as holes) receive energy eEl (where, e — a positive elementary
charge, I-length of free run of electron). Therefore electrons can overcome Coulombic a barrier of
unitary charged center and to be grasped, i.e. recombine it. Also generating electrons in deep
traps of a zone of conductivity is possible. Besides electrons mightily to be generated from deep
traps in a zone of conductivity. At capture of electrons by deep traps in a valent zone, the quantity
of holes increases. At capture of electrons from deep traps holes, the quantity of holes decreases.

In the presented theoretical work we shall construct the theory of external instability in
semiconductors with two types of carriers of a charge (electrons and holes) and the certain deep
traps at availability of a constant external electric field.

The theory of fluctuations in view of a relaxation of carriers of a charge is constructed in work.

In the further we shall have to a type, that the semiconductor possesses carriers of both signs
(electrons and holes), with concentration accordingly equal and. Concentration of negatively
charged traps we shall designate. Let concentration of unitary negatively charged traps equally,
and twice negatively charged traps -. Total of negatively charged traps we shall designate it is
defined as the sum and:

N,= N+ N_ M

In the model of the semiconductor chosen by us at availability of external constant elec-
tric field EO, inside of the sample there is eltrastic a field

E=E+E". (2)
Thus concentration of carriers of a charge are defined under formulas
n_=n,+n";n =n’+n’. 3)

In the semiconductor described in the above-stated parameters occurs fluctuations of
carriers of a charge and an electric current. If thus in an external circuit the full current is equal

I=1,+1 =const, 4)

That fluctuations inside of the sample can grow (because of availability of internal insta-
bility).

With occurrence in an external circuit of a part of a current
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I"#0, (5)

There is an external instability. Available instability frequency and a wave vector of fluc-
tuation have a following appearance:

k:ZT”'m. (m=0,+1+2,..), (6)
=0+ . (7)

Where, L-the size of the sample, - and - material and imaginary parts of frequency of fluc-
tuation inside of the sample accordingly.

At external instability of a condition (6) and (7) look like:
=0y, K=k, +i-k,. (8)

In the given work to us analyzed conditions of external instability (i.e. conditions of fluc-
tuation of a current in an external circuit) in the above-stated semiconductor in a constant
external electric floor.

At the theoretical analysis of external instability it is necessary to calculate an impedance
of the sample. Voltampernaya the characteristic of the sample in conditions of external
instability has a falling site and consequently the actual part of an impedance is negative.
From the equation

ReZ+R=0 )

Frequency of fluctuation of a current or value of an electric field in conditions of external
instability is defined. In the equation (9) R - ohmic resistance in a circuit. The imaginary part
of an impedance in a falling site can have a positive or negative sign. Then from the equation

ImZ+R, =0 (10)

It is defined either frequency, or an electric field. In the given equation R, - resistance of
capacitor or inductive character.

The basic equations of a problem

The equation of indissolubility for electrons in the semiconductor with the above-stated
types of traps looks like [1]:

% +divj. =y (0, N_ -y (E)n.N = (aatljrek "

Here, - density of a stream of electrons:
j=-n_-u(E)-D_-Vn_, (12)

- Factor of emission of electrons twice negatively charged traps in absence of an electric
field (it can be named factor of thermal generation). In non-degenerate the semiconductor the
given factor from an electric field does not depend yf(E)- factor of capture of electrons

unitary negatively charged traps at availability of an electric field. Concentration - is defined

from condition (%j =0[3]

rek
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(13)

- The mobility of electrons depending on an electric field, factor of diffusion of electrons.

The equation of indissolubility for holes will look like [2, 3, 4, 5]:

v =7 (N OnN (D] 1)

j+ =n, - :u+(E) E_ D+Vn+ (15)
nO . NO

= — 16

1+ NO ( )

Owing to recombination and generation, the number of twice and unitary negatively
charged traps changes (the total number of traps remains constant). The equation defining
variation of traps in due course looks like [2, 3]:

aN_—z(am) {ﬂ} _ (17)
at at rek at rek

To these equations it is necessary to add a condition quasineutrality

divj=e-div(j, —j ) (18)

According to the expression (18), the full current does not depend on coordinates, but
depends on time.

THE THEORY

The equations (11), (14), (17), (18) should be solved in common. At linear approximation
and from formulas (11), (14), (17), (18) we shall easily receive

AN, = An) -e" + An! -e' ™) E'= AE' + AE" (19)

QA" + Q,AE" + Q,AN" =0

O,An] +0,-AE" + 6,AN" =0 (20)
AN" = AAn” + BAn + CAE"

AE" = A AN’ + B,An]

QAN + QLAE"+ Q3AN” =0

G/AN" +6;-An’” + G;AE'=0 1)
AN”" = AAn" + BAn| + C'AE’

The coefficients €2, 8, A, B,C depend on the equilibrium values of physical quantities.

At reception of formulas (19) and (20) following designations have been entered:

v_=y_(E,)-N, - Frequency of capture of electrons unitary charged traps,
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vE=7.(E, ) N, - Frequency of emission of holes unitary charged traps,
v, =7, (O) N° - Frequency of capture of holes twice charged traps,

v =y.(0)-n°+,(E,)-n,, - The combined frequency of capture and emission of holes
by nonequilibrium traps

v' =y.(0)-n_+y_(E,)-n° - The combined frequency of capture and emission of electrons
by nonequilibrium traps

diny,(E,)

v=v.+v'; B,=2 .
AT )

Except for these designations are used D, =—- s, - Einstein's parity.

o |-

n? <<Ng,N% o)=u’-Ey=0v,; n’=n

Excepting AN’, AN”, AE’, AE" from the equations (20) and (21), we shall receive
following systems of the equations for definition and a wave vector to:

f_An" + f,_(k)-An” =0 (22)
F (k)An” + F,An” =0

f (0)-An’ + f,_(0)-An’ + fAl =0
F (0)-An" +F,(0)-+FAl =0 (23)

Values f_, f ,F ,F, are easily obtained from (20), (21)

Expressions U «k), UA0),D.(k), ®.(0) easily turn out from formulas (20) and (21). Therefore
their expressions it is not written out. Solving (23) it is defined in a following type:

FOF-fOF

fOFO-fOF©Q 1)

o [O@F-F@©-f
©f(0)-F(0)-f.(0)-F(0)

An' =

C.Aj

For definition of a wave vector (22) we should solve the dispersive equation received
from a determinant, made of factors U k), ®.(k):

f (k)-F.(k)-f,(k)-F (k)=0 (25)

1) High-frequency caseie. c=0, +o_

V—*<<1, Tv, <<1, T <<1s

v, eEyv, ek,

At the decision of the dispersive equation (25) we used small parameters, Where 1 — length
of a crystal.

2) a low-frequency case, i.e.
k, =k, +1ik/

26
kz = kzo +ik2'1 20
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After a finding of expression of wave vectors k1 and k2 by means of the formula (26) it is
possible to calculate an impedance of a crystal, representing expression catch

Let's receive for an impedance expression

For definition of constants we should use boundary conditions of deviations from equi-
librium conditions. In dependence by-pass directions of both contacts it is possible to distin-
guish two types of boundary conditions:

1) On both contacts particles of an identical sign are injected

AE(x,t)= l[AJ —ev_An_+ev, An, +Iy+Vn+ —I,u_Vn_j
e e

o (27)
where, An, =ce™* +cje"* +¢c*AJ u An, =c;e™ +c e +cTA)
2) On both contacts particles of an opposite sign are injected
L ikl - + - +
7 1 IAE(X,t)dX —z|1- e(e 1)_ v C, ?-U+C1 +I_ uC +uCl
AJ-S'3 o AJik, L e AJL (28)

—£(07C7 +U+C+):l
o

Considering all four cases we should define constants and therefore an impedance
crystal under the formula (28). In the meantime the way of definition of constants is identical
in all four cases. Therefore boundary conditions we shall write in such type

An, (0) =5, (0)A)', An, (L) =5, (L)AY', An_(0) =& _(0)AJ’, An_(L) =& _(L)AJ’ (29)

Substituting (29) in (27) we shall receive

c = [5,(0)-cJe —e“l)T [6.(L)-6.00)] 5.

c; B 0-0.0] .
e”? —e
SMAUES S ){;)[5 L)-5.0] .
o BL-00]
e —e (30)

Substituting (30) in (28) we shall receive expressions of an impedance as function of an
electric field and frequency of fluctuation of a current. However the received expressions of
an impedance are bulky enough. Therefore they will be analyzed in following limiting cases.

High-frequency case:
E '
O>>V. V.V,

1) n>>n_,gwven 50 Lv B <<uv,

ReZ :l_(Zvﬂjz E, E v

@ E, Ez(5+(0))'[ ®

-sin 0+cos¢9J; sz—L
1%

+

0
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ImZ :[ZV'BJZ _2.5—75? (sin 9—3‘/0059)

Z, o o E E6.(0) ® (31)
Where Z, = LS; S-cross-section section of the sample.
O
1 B R . 1 avuens (0B
E, Lo* ' E*5.(0) Lo’
Solving system of the equations
ReZ R _,
Z, 7, (32)
Imz N R _ 0
ZO ZO

Where, R-ohmic, R1-capacitor or inductive resistance at

R=R =7,
Let's easily receive
Eo = 2E1 ’ a)=3v,(ﬂ )2
6v_
1+—
(2]

2) n>>n_, given 5°(0)

2 2
ReZ =1—(2Vﬁj - 2E° J2+-2 .sin+cosf |+1=0
Z, w E?(5.(0)) v_

ImZ _ 5 E (V’B sin 9+cos€}—(—2vﬂj +1 (33)
Z, ES(00)\ o w

From (33) we shall easily receive

1

E.[5.(0)] ( LBv_ )
E =247 o=v [ E|6 (0)|=
== B [5.(0)] vy
3) n<<n,, givens®(0)
E:HE Y Sin 0 +cos6 |- By D Gin 9+cos¢9+ucose +1=0 (34)
Z, N\ po E?(6)\ uv. n, u,
E (. E? ] 4
E:—O(sm H—V—‘cosej— ———| sin & — PE +1|cos0=0
Z, , @ E*(o0) V.
1 nu’p ] 1 vewuusd:
E, nule® ' E*(5") Low?

From (34) at. T.e wL / 9_-we shall receive

w23 V-ES 2‘5:55»1 (35)

1 1

E, =2E

0 10
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4) n_<<n,, given &'

E ) E? ]
ReZ =24 _Hsin ¢9+’u;wcose +— stm f+cosé |=0
Z /’l+ /Ll+v— (Eé' ll'lfvf

0 1 (36)
E [ . E? .
Im Z —Y S0l sing+Zcoso +2°—a)E sin 0+ coso |+1=0
ZO a)El V— Ea‘+ (V+ ) ll’l+v—
Substituting value E; in (36) we shall receive
1 1
1 29 )2
AN = —| | —| >>1and it proves that @ >>v_.
vV U, 90, v L
Low-frequency case @ << Vf 7 Lv g <&
1) Do »n., given 52}
2
R;Z =2—%(ﬂ—sin 6+In HJ— E‘; (ﬁsin 0+In 9]:0
0 1 :u+ (E()‘ V+ (37)
2
Im Z =—5 4—wcos@—sin 49+£ +%n—* 2sin 9—20050 +1=0
Z0 El V+ V+ E§+ (V+) n+ V+
1 nviuep. | 1 pulp.es!
E. Lvin EX(65)  Lvou
From (34) at @ = % .
0 2
E,=E, , a):2v+(E5+]
El
2) n_ » n,, given &2
Rez :2—‘9*ﬂ+ +19*’B+ 3—wsin¢9+ln0 — E% “sino+no|=0
Z, Lv, Lv, (v, (Es)\ v, (38)

. EZ (.
ImZ:_319+ﬂ;a)_:9+,3+ (sin 6+3c0s0)+—2| sin 6+ 6 |+1=0
ZO I—V+ LV+ Ea‘+ V+
1 _peppedd
E2(8L) LV,

From the solution (38) we easily obtain

1 LV
2D =-«1; Eg=—02t
V., 6 6. B_
3)n. «n,, given &%
ReZ E: E: (m , J
-2 —g— — —sin8—-In8 =0
Zo “TEZ(sL) E2(eL)\Vi”
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ImZ _ EZ 9,Ps w EZ
Z - "TE(eL) I 7 B (1m0t 1ne) = (39)
8 = 21 from (39) obtain:
1

w 1 V2 2z Vi 2

— «1; Eyp=Eg|-———=

V., B.VVE " ’ S(B-v_vf)
gn- L n,, given 8%
ReZ Ed E& Ey
—_—=2— sin® —cos0)+ —(sinb +cosB)=10
Z 0T () Ez(aL)“ JtE, )
ImZ Ep

ZU =h- El( nEI—I- EIJ-I- 2[51")(5”19—'_ h"lEl]"'l:D

From solving (40) given:

(40)

w E
Ep = 2E;, E=§{<1.

DISCUSSION

The analysis of all results in a high-frequency limit leads to a following conclusion. In a
high-frequency limit (frequency it is much more than fluctuation of a current than all charac-
teristic frequencies entering into theories) is possible supervision of several areas of instabi-
lity. These areas essentially depend on value of concentration of carriers of a current, from
value of an external electric field, from frequency of fluctuations. Dependence of these obser-
vable areas of instability on factors intentions proves only at a high level of injection at ev+0+0,
L~1 fluctuations in-external a circuit, both in high-frequency, and in a low-frequency limit.
Conditions of occurrence of these fluctuations depend on different parities of equilibrium con-
centration of carriers and different values of an external constant electric field and slightly
depend on factors of injection. At very greater levels of injection of a condition of occurrence
of these fluctuations depend strongly on factors of injection.

THE RESUME

In semiconductors with two types of carriers of a charge (electrons and holes) deep
traps, construct the theory of external instability by calculation of an impedance of an image.
At negative value of an actual part of an impedance frequencies of fluctuation of a current,
value of an external electric field are calculated. We shall find some areas of external
instability of existence of fluctuation of a current in semiconductors with deep traps with the
certain concentration. Concentration of deep carriers (N, N-) , (n, n-) change a sign on an
electric charge at availability recombination and generation of free carriers. Some values of a
parity of free carriers of a charge in which are certain, fluctuations of a current appear in-
external a circuit. Are certain, that fluctuations of a current very slightly depend on
appropriating factors of injection if the inequality ev+d+0, L 1 is satisfied. At the return an
inequality ev+0+0, L~1 critical value of an external electric field and frequency of fluctuation
of a current very strongly change

37



E.R. Hasanov, R.K. Mustafayeva

REFERENCES

Nonlinear Oscillations of the Charge Curriers Concentration and Electric Fieldin Semiconductors With Deep
Traps. F.F. Aliyev, E.R. Hasanov,10SR Journal of applied Physics (10SR-JAP) e-ISSN. 2278-4861. Volume 10.
ISUE 1. Yer. II (Jan-Feb 2018) PP 36-42.

DaexTpuyecKye JOMeHBI B II0AYIIPOBOAHMKAX C ropssanan saekrpoHamu B.. Bboru-Bpyesuy OTT. T. 2. 1986.
Crp.356.

JoMeHHasl DAeKTpuJyecKas HeyCTONYMBOCTh B IOAyHposoAHMKax. B./1. bonu-bBpyesuu., V.II. 3eseun A.L.
Muponos usaareanctso «Hayka» Mocksa 1972. crp.34-36.

Non-linear electric and magnetic fieldof radiation E.R. Hasanov. R.K. Mustafayeva., A.R. Salimi., S.S. Ahadova.,
K.N. Yusifova 13% international Conference on «Technical and Physical Problems of Electrical Engineering».
21-22 September 2017. Pages 201-204.

Internal and external instability in low- dimensional conducting medias, E.R.Hasanov, R K. Mustafayeva, IOSR
Journal of applied Physics (IOSR-JAP) e-ISSN. 2278-4861. Volume 11. ISSUE 1. Ser. II (Jan-Feb 2019) PP 08-12.

38



JOURNAL OF BAKU ENGINEERING UNIVERSITY - PHYSICS

2019. Volume 3, Number 1 Pages 39-57

UoOT: 539.12-17
PACS:12.60. - i, 14.70. Bh, 14.70. Dj, 14.80. Da

DECAY CHANNELS OF HIGGS BOSONS
H(h;A) = yy, HhA=yZ, H- =yW*

ABDULLAYEV S. K., OMAROVA E.SH.
Baku State University
Baku / AZERBAIJAN

sabdullayev@bsu.edu.az, emiliya.abdullayeva@inbox.ru

ABSTRACT
Within the framework of the Minimal Supersymmetric Standard Model, the channels of the Higgs boson de-
cay into photons, photon, and gauge boson are investigated: H(h;A) = 77, H(A)=yZ, H® = yW™ . In these
decays, fermion, W™ -boson, H *-Higgs boson, scalar fermion, and chargino loop diagrams are considered. For
particles with spin 1/2, 1 and 0 formfactors were found and their dependence on the variable 7 = M} / 4m* was
studied, where M, is the mass of the decaying Higgs boson, and m is the mass of the particle corresponding to

the loop. Taking into account the circular polarization of photons, analytical expressions for the decay widths of
the Higgs boson are obtained. It is established that photons in decays H (h; A) = yy should have the same circular

polarizations: I, =1, ==+1.
Keywords:Minimal Supersymmetric Standard Model, Higgs-boson, decay width, photon, coupling constant.
HiQQS BOZONLARIN CEVRILMO KANALLARI H(h; A) = yy, HA)=yZ, H* = yW*
XULASO

Minimal Supersymmetrik Standart Model ¢arcivesinds Hiqqs bozonlarin fotonlara, foton ve kalibrloma bo-
zonuna gevrilme kanallaritadgiq edilmigdir: H(h; A) =y, H(h;A) = ¥ Z, H* = »W*. Bu ¢evrilmo kanallarin-
da fermion, W™ -bozon, H *-Hiqgs bozon, skalyar fermion ve carcino ilgak diaqramlari nazers almmisdir. Spini
1/2, 1 va 0olan zarraciklar {igiin formfaktorlar miisyyen olunmus ve onlarm 7 =M} / 4m* dayiseninden aslilig1
Oyronilmisdir, burada My Hiqqs bozonun, m iss ilgek diaqramina miivafiq olan zarraciyin kiitlesidir. Fotonlarin

dairavi polarizasiyasini nezare alaraq, Hiqqs bozonlarin ¢evrilma kanallarmin eni {i¢iin analitik ifadalar alde edil-
migdir. Miteyyon olunmusdur ki, H(h; A) = j» ¢evrilmes kanalinda fotonlar eyni dairevi polarizasiyaya malik

olmalhdir: I, =1, =£1.
Acar sozlar: Minimal Supersimmetrik Standart Model, Hiqgs bozon, ¢evrilmanin eni, foton, rabits sabiti.
KAHA/BI PACITAAA XUITC-BO30HOB H(h; A) = yy, H(hA)=yZ, HF = yW*
PE3IOME
B pamxax MunnmaasHoit Cynepcrvmerpuraaori CranaapTHoit Mogean mccaeaoBaHBI KaHaABI pacitaja XWITc-
6030H0B Ha POTOHHL, Ha POTOH U KaandOposounsit Gosor: H(h; A) =y, HMA)=yZ, H* = yW* . B 91ux pac-

+ +
majax paccMorpens! pepmuonnste, W™ - 6o3onnste, H ™ - Xurrc 6030HHbIe, cKaasp GpepMIOHHbIE I YapAKIOH-
HbIE [IeTAeBble AuarpamMMmsl. Jast qacrurl co crmaoM 1/2, 1 u 0 HaitaeHsr GopM$pakTophl U U3ydeHa 3aBUCUMOCTD
VX OT TIepemenHoit 7 =M} / 4m*, rae My, - macca pacragamoniero Xurrc 6o3ona, a M — Macca JacTHITBI, COOT-

BeTcTByIOIell rerae. C yJeToM IMPKYASPHON IMOAspu3anuyt GOTOHOB ITOAYYEHbI aHAAUTIIECKUE BBIPasKEHIIT
AASl IIVPUHBL paclalos. YCTaHOBAeHO, 4TO GoToHH B pacnagax H(h; A) = yy a01XHEI 001a4aTh OAMHAKOBBIMU

UpKyAspHbIMU noaspusanusvit || =1, =41,

Karouesble caoBa:MunnMaarHas Cynepcnmmerpuatas CtangaptHas Mogean, Xurrce-6030H, mpuHa pac-
11aja, POTOH, KOHCTAHTa CBA3M.
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1. Introduction

The Standard model (SM), based on the local gauge symmetry SU. (3)xSU (2)xUy (1),
describes well the physics of strong and electroweak interactions between quarks, leptons

+

and gauge bosons [1-4]. A doublet of scalar fields ¢ = ((po

), a neutral component, which has

a nonzero vacuum value, is introduced into the model. As a result of spontaneous symmetry
breaking due to quantum excitations of the scalar field, the standard Higgs boson Hgy,

appears, and due to the interaction with this field, the gauge bosons (W*,Z"), quarks and
charged leptons acquire mass. This mechanism of particle mass generation is known as the
mechanism of spontaneous breaking of Higgs symmetry [5, 6]. The discovery of the Higgs
boson Hg),, with characteristics corresponding to the predictions of the SM was carried out

by the ATLAS and CMS collaborations in 2012 at the Large Hadron Collider (LHC) at CERN
[7,8]. With the discovery of the Higgs boson, a new stage began in the study of the properties
of fundamental interactions of elementary particles.

Along with the SM, the Minimal Supersymmetric Standard Model (MSSM) is widely
discussed in the literature [9-12]. It introduces two complex Higgs SU, (2) doublets with
hypercharges -1 and +1:

o= 1), g, <[ 3
lelz Hg

To obtain the physical fields of the Higgs boson, the fields ¢, and ¢, are written as

o= L v +H +iP’ o, =L Hy
NG Hy " 2o, +HOHiPY )
where H,P,H) and P) are real fields describing the system excitations with respect to

the vacuum states (¢, ) =LU1 and (p,) :%Uz' The CP-even Higgs bosons H and h are ob-
2

V2

tained by mixing the fields A} and Hj (mixing angle a ):

H) (cosa sina)H;
h) (-sine cosa\HY)

Similarly mix the fields P} and P), H{ and H; ( mixing angle f):

G") (cosp singR’) (G*) (cosp sing\H;
A) \=sing cosp\P?) \H*) \-sing cosp)|H:)
Here, A is a CP-odd Higgs boson, H* is charged Higgs bosons, G’ and G* are neutral
and charged Goldstone bosons.
Thus, after spontaneous symmetry breaking, five Higgs particles appear in the MSSM:

CP-even H - and h-bosons, CP-odd A -boson, and charged H * _bosons. In the MSSM, the Higgs

sector is characterized by six parameters M, My, M,, M ., @ and f. Of these, the parameters

M, and tgp are free. Masses My, and M (M . and M, ) are expressed by masses M, and M,
(M and M, ) [9,10]:
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M) :%[Mﬁ+M§J_r\/(Mi+M§)2—4MﬁM§cosz2ﬂ},Mai =Mz +My

The mixing angles of fields « and f are related by

2 2
thathZB'%, [—%Sa<0].

Higgs bosons H,h,A and H* - can decay through various channels [10]. Previous works
[13-17] are devoted to the study of the H,h,A and H * decays of the bosons into a fermion
pair, into a gauge boson and a fermion pair, into gauge bosons, and also into decays of light
Higgs bosons. In the present work, we study the decays of the Higgs bosons H,h,A and H*
into photons, into a photon and the gauge boson:

HhA=y+y, (1a)
HhA=>y+2Z, (1b)
H* =y+W*. (1c)

Analytical expressions for the widths of these decays are obtained, the dependence of
the decay width on the Higgs boson mass is studied.

2.Decays ® =y +y (®=H;h)

Photons are massless particles, they do not directly interact with the Higgs bosons.
Decays (1a) go through loop diagrams with charged particles. First, we consider the fermion
loop diagrams shown in Fig. 1a) and b) (4-particle momenta are written in brackets). As is
known, the Higgs-boson interaction with the fermion is the greater, the greater its mass, so
we can assume that the loop belongs to the heavy t(b)-quark, or the 7 -lepton.

The matrix element corresponding to the diagram a) Fig.1 can be written as:

M, (@ 77)=Nce’Q? -[V2Ge 1> my - gae, (key (k) 1,1, @)
wherem; and Q; —mass and charge of fermion, G — Fermi constant of weak interactions,
Jof — the Higgs-boson coupling constant with the fermion pair, normalized to the standard
Higgs-boson coupling constant SM OHg, ff = [\/EG,:]I/ sz (see Table 1), N — color factor
(N¢ =1with lepton loopand N¢ =3 — with quark loop), e; (k;)and e: (k,) —4-photon polari-

zation vectors, and tensor | uv has the form

d*k  SPLyu(K+k +m)K =K, +my)y, (K+m)]

e T ik k) M-I i v
We define the trace of the product of Dirac matrices:
SpLy, (k4K +m)(k =k +my)y, (K+m)] =4m T,
where
T, = gﬂv[m% —k* - (k ko)1 +4k kK, =2k Ky, + 2Kk, =k, Ky, KoK, 4)
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Using the Feynman integration technique

1 1 1 2
=[dx[dy[dzo(x+y+2z-1)- , (5
g £ (j) (Ax + By + Cz)? )

to calculate the integral (3), here we have taken the notation
A=k* -m3,
B=(k+k,)* —m? =k? +2(k -k,) —m7, (6)
C=(k—ky)? —=m7 =k? —=2(k -k, ) —m7 .
Then the denominator of the integral (3) takes the form:
(Ax+By +Cz)® =[(k* —m7)x+(k* +2(k -k, ) —m7 )y +
+ (K2 =2k -ky) ~m})zP =[(k +ky —k,2)> ~bT°,
where it is taken into account that k;

=k#=0, x+y+z=1 and the designation

b? =m? —2(k, -k,)yz is entered.

Thus, the integral (3) takes the form:
d*k
(27)*

}d 1}3& 8me,uV
-|dy |dz- .
0o o [(k+ky-kyz)* —b?]?

wr =1 @)
We make the replacement of the integration variable k = (k —k;y +k,z) and discard the
linear in terms of k odd terms, then the expression for the integral (7) is obtained (we also

take into account the photon transverse conditions ( 6‘; (kky, = g, (Ky)k,y, =0):

11y 8mf 'T;V
({ j (k2 —b?)3’ ®)

d*k 4
(2n)*

uv j

where
T;'lv = 4kykv - kzgyv + k2,uk1v (1 —4yZ) + gyv[m% _(kl ’ kZ)(l —2yZ)] : (9)

Table 1. Coupling constants of Higgs bosons in the MSSM

gcby gmty g<1>7 g(DWV/
O Hgytt G Hg,bb OHgy oz O Hg,ww
sina cosa cosa
sin g cos cos cos(f ~a)
cosa sina sina
sin  cos cosp sin(f - a)
ctgs tgp tgp 0
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Figure.1. Feynman loop diagrams for decay H (h; A) — 7y

2 Y(k,) © Y(k.)
& &
H(p)(h H(p)(h(p))
RRX0E)_ (k) - ;( )— — (K)
A(p) p
%t Y(k,) % (k)
a) b)
x\l”\” Y(kl) (k) y(kz)

& T(k.)
_HO) O R -

&y k) (ck k) % Yk Yk
C) d)
\l}@ SNV ’Y(kl)
N
h > HY H(p)(h(p))
HOOE) S HOEE)_

The integrals with respect to in (8) are easily calculated:

2 -
d*k _4k/1kv -k 9 v _ ! "Gy ) d*k . 1 o L (10)
(27)° (k2 -p?)? 3272 ’ @r)* (k* -b?)? 3277 b

Therefore, for the integral (3) we obtain the expression

im;
va zm[kaklv _(kl'k2)gyv]' I, (11)
where
Loy 1-4yz P 1-4yz 1
| = [dy [dz- 2 _ 1 ey ja . (12)

0 0 2(k1k2)y2—mf M@O 0 yZ—m%/Mé Mé

The amplitude corresponding to the second diagram b) is determined similarly. Calcula-
tions show that the amplitude of this diagram also produces the same expression as for diag-
ram a). Therefore, the total decay amplitude of the ® = y +y (® = H;h) is equal to

=2 2A2

imiNce Qs 1 * x

M(CD—>W)=W[~/EGF]A -gaen (k) e (ky) Tkykyy — (kiky)g, 1 1. (13)
(0]

The squared transition amplitude of the process is given by:

[

2 2
|M(c1>am|2—( c? Qf} 26 - [ } o T (k) - ko)™ (k) Ky ) -
27’ M2
-k 'kz)(e*(kl)'e*(kz))][(e(kl) -ky)(elky) -ky) —(ky - ky) ek ) -e(k, )]
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The 4-vector polarization of a photon with circular polarization can be written as
e, (k) =(0,6"(k,)), where

*

§ (kl):%(ﬁ—inmﬁ]),

fi, is unit vector in the direction of the photon momentum, £ is a unit vector perpendi-
cular to the photon momentum (( fA,) =0), |, =+Icharacterizes the circular polarization of

the photon, and for |, =+1(-1), the photon has right (left) circular polarization.

For the width of the H(h) Higgs boson decayinto circularly polarized photons, we obtai-
ned the expression [18]:

GeagepMa 2 @ ’
L@ — yy) = (1411, NQf Gor A (76 )| (15)
512\/572_3 172 - CXf Joff M/2\" f
where the summation is carried out over loop fermions, |, andl, arecircular polarizations of

photons,, Al% (z¢)is a formfactor of a spin 1/2 fermion

Af}’z(rf)zriz[rf Fop D), (16)
f

e =Mg / 4m7% , and the function f(z) is determined by the expression

arcsin? [t ,if 7, <1,

2

fre) =9 1| 1+ 1-77" (17)

—o i ———— x| ,if 7, > 1.
4 1= 1-¢7

From the decay width (15), it follows that photons should have either the right (
I, =1, =+1), or the left (I, =1, =-1) circular polarization. The state in which one of the photons

has a right and the other a left circular polarization is forbidden by the law of conservation of
the total moment.

Note that for 7; <1 the Al% (z;) formfactor is real, and for 7 >1 it is complex. Figure2 a)
shows the dependence of real Re(A{})2 (z¢)) andimaginary Im(Al'})2 (z¢)) parts of the formfactor
as a function of 7; . At 7; = 0 the real part of the formfactor approaches the value 4/3, increa-
ses with 7 and reaches a maximum near 7; ~1, and with further increase in 7 Re(A},(z;))
gradually decreases to zero. As for the imaginary part of the formfactor Im(Al‘})2 (z¢)), then at
r¢ =1it is zero, with increasing ¢ Im(Af/D2 (z¢))increases, it reaches a maximum at 7; =3,

and then slowly decreases.
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Figure. 2. Formfactors for loop particles with spins 1/ 2,1and 0
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Summing over the circular polarizations of the photons, for the decay width ® —y +y
we get:
2

GFaI%EDM(% 2 @
=———=— X NcQf dort A2 (7)) -
12&/57[3 - CXf Joff M2\ f

a
S
l

3
|

(18)

In Figure 3 shows the dependence of the decaywidth H — y +  on the Higgs boson mass
at the value of the parameter tgf =3. We considered that the loop belongs to the t-quarkwith
the massm; =173,2GeV. As can be seen, with increasing Higgs boson mass M, the decay width
I'(H - »y) increases.
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Figure 3. Dependence of the decay width H = yy and A = yy

on the Higgs-boson mass (1 - quark loop diagrams)
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We note that the H(h) = 7 + 7 decay is contributed by diagrams with charged W * - boson
loops. In the unitary calibration of all there are three Feynman diagrams, shown in Figure 1
c), d) and e). For the contribution to the decay width of the ® = y +y W™ - boson loop diag-

rams, we get the expression:

GragepMa > @ 2
r(q)_wy):w. AAL (7))l 19
el Gaw A" (19)
where
A® (7)) = ———[208 + 31y +3Qay —1) T ()] (20)

w
is W - boson loop formfactor, z,, = Mg, / 4M{, , geww is coupling constant ® -boson with

W -boson pair, normalized to coupling constant g, ww (see Table 1).

Figure 2 b) shows the dependence of Re(AfD (zw)) and Im(AfD (rw )) onty, . As the variable
7y grows, the real part Re(AfD (zy )) decreases and reaches a minimum at 7, =1, and a further

increase in 7y, leads to an increase in the real part of the formfactor. A similar dependence is

also observed for the imaginary part of the form- factor Im(A® (zy))-

Figure 4. illustrates the dependence of the width of the decay # = y + y, due toW - boson
loop diagrams.

@ = y +y contributes to the decay with charged Higgs-boson loop diagrams (Feynman

diagrams f) and g) in Figure 1). The matrix element corresponding to these diagrams is:

M(D — 77) = (-i8)* Ay - € (KD (K3)[V2GE 12 M2 x

OHH™
d*k 8k kK,

XI(27r)4 (K ~MEOIK+k)? =MLk —ky)* =M LT
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where ’1an -

According to the MSSM, this coupling constant depends on the parameters «, f and
Xy =sin” 8y (6 is the Weinberg angle) [10]:

is coupling constant in ® -boson (® = H;h) with charged H"H ~-bosons.

A =—cos2pcos(f+a)+2(1—-xy)cos(f—a),

HH " H~

A =cos2gsin(f+a)+2(1-xy)sin(f—a).

hH*H-
Further calculation of the decay width of @ = y + y in the case of charged Higgs-boson
loop diagrams is carried out similarly to the above method and for the width of this decay

the expression is obtained:

2 3 4
GragepMy My 2 2

He=m)= 512V27° M. “’H*H"‘Aoq)(’Hf) 1)

Here

AP () = [ (7)1, ] (22)
THi

. . . 2 2
is a formfactor of zero spin particle, 7. =Mg / AM /-

On figure 2 c) shows the dependence of the real Re(A; (r,,+)) and imaginary

Im(AY (7)) parts of the formfactor on the variable 7, . .

Figure 4. Dependence of the decay width H = yy on the mass M ; (W * _boson loop diagrams)
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The Feynman loop diagrams of supersymmetric particles can contribute to the decay width
H(h)= y+y It is known that the MSSM, like the SM, is based on the SuU.(3)xSU, (2)xU, (1)
gauge symmetry group. Supersymmetry suggests that gauge bosons with spin 1 (B, w*,w?, g)

and their spin 1/2 (B,W* W°,§) superpartners make up the vector superfield (see Table 2).
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Table 2. Fields of the gauge supermultiplet in the MSSM

Name Spin ¥} Spin1 SU:(3) SU_(2) Uy (@
Gluino,
Gluons i] Y 8 1 0
Wino,
W -bosons Wi wo WERTL 1 3 0
Bino,
B -boson B B 1 1 0

In the MSSV, as in the SM, there are only three generations of leptons and quarks (the right
neutrino is absent). The superpartners of fermions and Higgs bosons in the MSSM are presen-
ted in Table 3.

Table 3. Superpartners of fermions and Higgs-bosons in MSSM

Superfields | The composition of the particles | SU (3) | SU | (2) Uy (1)
Q (u.,dy), (UL'JL) 3 2 1/3
% i T ; i e
L (vi.e) (v, €) 1 2 -1
EC 8. En 1 1 2
H, (Hi . H) ' § -
Hy (Hy  H>) ' § '

The neutral Higgsino and the neutral gaugino B andW " are mixed and four mass states,
called neutralino 7! (i =1,2,3,4) appear.Neutralino charge analogs are called charginos: two

of them are positively charged and two are negatively charged ;Efz .

Contributions of diagrams with scalar fermion loops (diagrams f) and g) in Figure 1 cont-
ribute to the decay width H(h) — y +y. The contribution of these diagrams to the width of

the decay H(h) —» y + yis given by a formula similar to (21):

2

: (23)

[

NcQf

2
mf

GraZepM3
(D — y7) = F XKED 34> ~M§~
512427

Zf_: gq)ﬁAOCD(TF)

Here mz is a mass of scalar fermion and 7y =M . / 4m?~ .

Chargino loop diagrams also contribute to the Higgs-boson decay H(h) — y +» . The decay
widths of I'(® — yy), due to these diagrams, are given by the formula:

, (24)

2
F(@ - 77) = CE2KED 3

128J27° z

AT

wherem_. is the mass of chargino, g,.- is coupling constant® -bosonwith Xi xi pair and

2 2
T~y = M /4m-+ .
b7 @ i
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Along with the above contributions of individual loop diagrams to the decay width
H(h) — y + y there are also contributions due to the interference of these diagrams. Taking
into account the interference of the Feynman diagrams, the width of the decay is determined
by the following expression (the amplitudes of all the loop diagrams are coherently added):

GragepMa M2A .,
D(D > yy)=—KEDT® IS N Q7o Ay () +——2EH_ APz )+
14 1284223 = e Yoff 12T ZME& A (7
N.Q? ’
C%r, 2M
+Z—gq>f_f~_A0d)(TF_)+g(l)WWAI(I)(TW)+Z W gHifiiAl(}z(Tii) . (25)
fi m:ﬁ 1 1 Zit mir 1 I 1
2.Decay A=y +y

The fermion loop diagrams of the decay A= y + yare shown in Fig.1 a) and b) and these

diagrams correspond to the amplitude
M(A= 77) =2Nce’Q7[V2Ge ] my - g€, (ki)ey (ka) (26)

where, due to the pseudoscalarity of the A boson, the tensor J ,, is determined by the integral

_ d4k ‘Sp[}/,u(lz-i_lzl+mf)7/5(|2_k‘2+mf)7v(|2+mf)]‘ (27)
Tl ent (K -mDIk+k)? -mllk—k,)* —m{]

In this case, the trace of the product of Dirac matrices is equal to:

SPLy u (K + Ky +m )ys(K—ky +m¢ )y, (K+me )] =4myie 0k Kag -

Hvpo
Further calculation of the decay width A=y +y is carried out as in the decay of H=y+y

and we get the following result:

2

GeaienM3
FZKED A-(1+I1I2);NCQ%gAﬁ-A§‘2(rf) , (28)

5124273

where A172 (z¢) is fermion loop formfactor

I'A- )=

A{/*z(rf)=% £(r), 29)

Ty = Mi/4m% , and the function f(z¢)is given by (17).
Figure 2d) illustrates the dependence of Re(A{?2 (r¢))and Im(A{?2 (r¢))onrz; .

The decay width A— y +y, summed over the polarization states of the photons, is equal
to:

2

GrazepMi
FED A';NCQ%gAﬁ'Al'/AZ(Tf) . (30)

8\/§7r3

Figure 3. also shows the dependence of the decay width A— y + yon the Higgs boson

I'A- )=

mass at the parameter value tgf =3 (the fermion loop belongs to the t - quark). With the inc-
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rease Higgs boson mass, the decay width also increases, the decay width H — y + y prevails
over the decay width A— y +y, which is due to a large value of the coupling constant g, > g -

In addition to fermion loop diagrams, the chargino loop diagrams also contribute to the
decay A= y +y.The decay width A=y + y in the general case is:

2

Gra? M
—FKE 2 ZNCQngf/‘AI/z(Tf)"'Z 9n7:7 1/2(T~+) . (31)

128J57z3 T 7ome

3. Decay®@ = y+Z (® =H;h)

T'(A—yy)=

According to the MSSM, the decay of CP-even H - and h-bosons into photon and vector
Z -boson can occur through the fermion, W * —and H?* - boson, scalar fermion and chargino
loop diagrams. First, we consider the fermion loop diagrams shown in Figurel a) and b) (the
photon y(k,) must be replaced by the vector boson Z(k,)).

The matrix element of the decay @ = y +Z can be written as:
M@=yZ)= Aze; (kl)U:(kZ)[kaklv —(k; -K3)9, 1, (32)

U, (k,) is4-vector polarizationZ - boson, A% determines the contribution to the amplitude

fermion, W * - and H* - boson and other loop diagrams. To find the amplitude of the fermion
loop diagrams, we write the matrix element corresponding to the diagram a) Figure 1:

— 26 12 * kU e
M, (@ = yZ)=-ieQ; N¢ - [V2G¢ ]2 m; 'g@ﬁ'eu(kl)uv(kz)'m'vﬂv' (33)

where the tensor V , is determined by the integral:

d*k S|f>[7;,(l<+k +mo )k -k, +mf)n(gv(f)+759A(f))(k+mf)]
(27)* (k* =mP)Ik +k)* ~mllk —k;)* ~m7]

(34)

,LIV:.[

gy (f) and g5 (f)-vector and axial-vector coupling constants of a fermion with Z - boson:
Ov (F)=13(F)-2Q¢xy »  gal(f)=15(f); (35)
I;(f)==1/2 isthird projection of weak isospin fermion.

Define the trace of the product of Dirac matrices in the numerator of the integral (34):
SPLy, (K + Ky +m )k =Ky +my )7, (9y () +759a(F)K+my)]=

=4m¢ gy (F)T,, +4imega(f)e ok, (Koy —2K;),

where the tensor T v 18 given by (4).

Let's apply the Feynman integration technique

111 2
=[dx[dy[dzo(x+y+2z-1)-
ABC, (J) ({y({ (x+y ) (Ax+By +C,2)*

and calculate the integral (34), where we entered the notation
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Co =k? —2(k -ky)+ M3 —
Then the integral (34) takes the form:

11y 8m )T, +iga(f K, (K, —2Kk
d k J‘ J'dz f[gV( ) uv gA( )gyzvpo- lng 20 o‘)], (36)
0 0 [(k+ky—k,z)* —a“]

Vuj

where a’ =m% =2(k, -ky)yz—=M7 (z-7%).
To calculate the integral (36), we replace the variable
k= (k-ky+k,2z).
Then (36) goes to the integral
d*k -y - 8me[gy ()T, + 19 a(F)eupKip Koy —2(k =k y +ky2) )

1
(I) J)d (k* —a?)?

Vi, j ) (37)

where
T, =0,,Imf —(k k)= (K=K y+ky2)> g, +4k =k y+k,2) , (K=K y+K,2), -

Note that the linear terms in k in the numerator of the integral disappear during integ-
ration (they are odd functions of k), besides this 4-momenta of the photon and the Z -boson
satisfy the conditions of transverseness

e, (kDk, =0, UJ(kyky, =0.
Asaresult, the T /;V tensor is simplified:
T;’n/ = 4k/1kv - kzgyv + k2/1k1v (1 - 4yZ) + gyv[m% - (kl ’ k2)(1 - 2yZ)] .

A similar integral is obtained in the matrix element corresponding to the diagram b) in
Figure 1, however, an expression proportional to the axial-vector coupling constant g,(f)
changes its sign to the opposite. Therefore, the total contribution of both diagrams to the width
of the decay @ = y + Z is proportional to the vector coupling constant of the fermion gy (f):

z _ igw @kep N Qt
f - My, C0Sby

Oy (F)- 9oy - 175, 41). (38)

Here gy =2M,y [\/EG,: 12 iscommon electroweak coupling constant, 1(z;,A¢)

isintegral, dependent on parametersz; = M, / 4ms and A; =M3 / 4mg :

Loy 1-4yz
(r;.A¢) = dy [dz- 4 (39)
0

o 1-4(r¢ —A¢)yz-44:2(z-1)
Thus, for the decay amplitude @ = y + Z we have the expression:
M(@ =y Z) ==AT[E" (k) k)U (ky)-kp) = (ki -ky)( (k) -U™ (k)] (40)

Summing over the polarization states of the Z -boson
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* k kV
SU L (k)U,, (Ky) ==, +—220
pol MZ

and squaring this amplitude

Kk, k - *
M(H = 72)] =\A?\2(— 0 +%J-[(e (kp) - ko, = (K - o e, (k)] x
Z
2 2
<[(e(k) koK, (K -koe, (k)] = A7 | (K, -k,)? =§\A?\2Mﬁ(l—%] : (41)
@

It takes into account that, according to the laws of conservation of energy and

momentum, 2(k; -k,)=(M3 —M3).

Based on the square of the matrix element (41), taking into account the amplitude (38),
the following expression was obtained for the contribution of fermion loop diagrams to the
decay width® = y+Z:

2
Ef;g@gf'Qf N oy (F)A? (5. 44)] (42)

l16z* 2

3
2 2 2
M- M
r@=yz)=2F Mz e “KEDM;-(l——ZJ
D

where A (4, 4¢) - loop formfactor:

ATz, 20) =Fi(rs, A)) = Fy(r, A¢) |

1 1
+
204t —7¢)  2(A¢ —7y)

2[f(7f)_f(if)]_;[g(ff)_g(if)]i (43)

AGUDE I
f—tf

(e ,if)=—ﬁ[f(m— Ien))

the function f(r¢)is given by formula (17), and the function g(z; ) is equal to:
Jrit —larcsin [z, ,if 7, <1,

g(Tf)z IFI 1+1H—T¥1 . i . (44)
-7 | INh————ix |, if r; >1.
f 1-J1-77' f

The width of the Higgs boson decay (42) shows that in the decay of @ = y +Z the photon is

not circularly polarized. This is due to the preservation of CP parity in the decay of @ = y +Z.

The decay of CP-even H - and h- bosons can also occur through W™ - and H* - boson loop
diagrams. In the unitary gauge, there are only three W - boson loop diagrams. For the contri-
bution to the decay width of the @ = 5 Z W™ -boson loop diagrams, the expression is obtained:

GI% 'Mv%/ 'aKEDMq3>
64rz*

2
M(@=7Z)= Qo - |AY Ew o Aw )| - (45)
Here Aﬁ (r,4) — W -boson loop formfactor
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A (r,2) = cos8y {4(3—19°Ay )F, (z, ) +[(1 + 27)tg° Ay — (5+20)]F (2, 1)}, (46)
functions F, (7, 1) and F, (7, 1) defined above (formulas (43)).

Figure 5 shows the dependence of the H = y+ Z decay width, caused by the contribution
of W* - boson loop diagrams at My, =80.385, X, =0.2315, tg/ = 3, on the Higgs boson mass

My . As can be seen, with increasing mass M, the decay width H = y+Z decreases.

Figure 5. Dependence of the decay width I"(H => 7 Z) on the mass M ;; (W * - boson loop diagrams)

0,4 -
T(H—>yZ).Mel
03 r
02
0,1
0 1 1 1
120 131 142 153

My, GeV

It should be noted that the H(h)= y+Z decay is also contributed by diagrams with char-

ged H* Higgs-boson loops (Feynman diagrams are similar to diagrams f) and g) Figurel).
For the width of the ® = y+Z decay, an expression is:

2
s

(47)

3 2
Gé'Mg'aKEDM% M% M\%/ ®
M@= y2)= o : I_Mé v Gie Aonn | A @A)

where g,,. =c0s26y /c0os§y iscoupling constantZ - boson with H *-Higgs boson, A (z,1) is
Higgs-boson loop form factor
A (7 2) =Fi(7.2). (48)
Figure 6 shows the dependence of the decay widthH = y+Z, due to H* - boson loop
diagrams, on the Higgs boson mass M at tgf =3and X, =0.2315 . The width of this decay

is very small and decreases with increasing mass M .
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Figure 6. Dependence of the decay width 1'(H = 7 Z) by mass M ;; (H * - boson loop diagrams)
)

T'(H—yZ), el

5

208 225 242 259 276 293 310 327 344
My, GeV

The scalar fermion loop diagrams contribute to the ® = y+Z decay, the amplitude of

which is equal to:

Yo,

Asql‘)ermion =2 NCQﬂgV(ﬂ)'A(()D(TﬂJ-E)- (49)

2
mfi

The decay width of the & = 5 +z with all loop diagrams, except for the chargino diagrams,

is given by:
GZ. M2 . M3 M2 3 Q. gy () (
[(@=yz)=—"F V6V47[0:KED Q.(]—,\/é‘} -;gq)ff (:OSVQW NCAI%(Tf”1f)+g(DWWAﬁ(TW1/qw)+
2
Mvzngi p) ® 1 gcpﬂﬂ N F @ B (50)
2C039WM|24i CDH*H‘AO(THi’ Hi)+% mﬂ cQﬂgv( i)AO (Tfi, ﬂ) .
4. DecayA=y+7Z

Now let us consider the decay of a CP-odd A -boson through the A= y+Z channel, the

fermion loop diagrams of which are similar to the diagrams a) and b) of Figurel. Diagram a)
corresponds to the amplitude

M, (A= yZ)=-ieQ; N¢ .[\EGF]%mf 'gAﬁe;(kl)U:(kz)'mx
‘] ED 'Sp[7#(|2+l21+mf)7/5(|2—1€2+mf)7/V(gV(f)+;/sgA(f))(Iz+mf)]
()’ (< ~mD)Ik + k)2 ~m [k —k,)* —m?]

For the trace of Dirac matrices, we get the expression:
SpLy, (K-+ Ky +my)ys (K=ky +m )y, (Gy () + 7592 (FDK+m;)]=

=4m; gy (f)is Ky +4msga(f)X

yvpo-klp uv’
where

X :gw[k2 —m7 —(k, -ky)—2(k- ki)1—2Kk, Ky, — 2K, Ky, =Ky Ky, +K5, K,
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A similar tensor is obtained in the matrix element corresponding to the diagram b), but
an expression proportional to the axial-vector coupling constant g, (f) changes sign to the
opposite. The total contribution of diagrams a) and b) to the decay width A= y+Z is pro-
portional to the vector coupling constant gy (f):

M(A= 7 Z) =—ieQ; Ne -[V2G¢ 12 M, - g€ (kU (Ka) x

e d*k 1. =y 8megy (Fig,uKi Koo
“— J. 4-jdyfdz- f YV #p;1p223'
singy cos@y “(27)* o "o [(k+ky—-k,z)* —a’]

Replacing the integration variable k = (k —k;y + k,z) , simplify the matrix element

M (A= 7Z) =—ieQ N -[V2Gr 1/2m; - g up € (kU7 (ko) x

< € d4k .}dylt[)azlSmng(f)igyvpaklkaO' ‘
sin Gy cosBy ~ (27)* o " o (k* —a?)?

This matrix element leads to decay width

G2.M2.aeeM? (- M2Y
T(A= yZ) = —F Mz Kep A_[l__zJ

4 2
4z A

2

Zf:gAff Qg -Ng -gy (DA (r,4¢)| - (1)

where the AR (z;,4;) fermion form factor is given by
Af(zr.Ae) =Falre, 2) (52)

In Fig. 7 illustrates the dependence of the decay width H=y+Z and A=y+Z on the mass of
the Higgs bosons at the t-quark fermion loop with the parameters tgf =3 and x, =0.2315.
Chargino loop diagrams also contribute to the decay width H = y+Z , but they are not con-
sidered by us.

Figure 7. Dependence of decay width H = yZ and A= y Z by Higgs boson mass (1t - quark loop diagrams)
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0,012 |

0,009

0,006 I

0,003
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5.Decay H™ =y +W*

One of the decay channels of charged Higgs bosons is decay into a photon and gauge W *

boson. In this case, the loop fermions are t - and b - quarks. Based on the t -quark and b -an-

tiquark loop diagram, the expression for the decay width H* =t" +b” = y +W " is obtained:

3 2013 3 2

agepNEM | M2
KED "N C ) _ w XW Ctgzﬂ-i- mb tgﬂ ) (53)
M& m;

28977 My

T(H* = M) =

Figure 8 shows the dependence of the decay width H" = y+W™ on the Higgs boson

mass M. for tgf =3, X, =0.2315 My, =80,385 ['sB, m =173 2T'sB, m, = 4,88 T3B.

Figure 8. Dependence of the decay width H™ =  +W™ on the mass M ot

0.02

T(H™ = yW7™), keV

0.015

0.01 -

0.005

120 170 220 270 320
My+ GeV

4., Conclusion

Thus, we discussed the MSSM Higgs boson decays into photons H(h; 4) =y + y, into

photon and the gauge boson: H(h; 4) =y +Z, H* - y +W*. Taking into account the fermion,

W* - and H*-boson, scalar fermion loop diagrams, analytical expressions for the widths of
the indicated decays are obtained. The dependence of the decay width on the Higgs-boson
mass is examined. Resultsareillustratedwithgraphs.

W
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ABSTRACT

This thesis shows that two pure nutritients made from two seperate pure components are used to get monocrys-
talls of binary solid solutions .According to newly offered variants (cut, crush, scale, mix and fuse, etc.),the less number
of manipulations provide the less contamination of obtained monocrystalls .The management of the compositon is
realized by sorting out the cross-section dimesions of pure nutritents and their substitution rate .This method is applied
onto Ge-Si solid solutions.

Although, there are no major problems with the preparation of the feeder, the application of the law of distribution
along the crystal for the case of the molar percentage of Silicon within Germanium Co=10 and 1 at.%indica-tes that it is
possible to obtain mono-crystals of fixed content of binary solids under both conditions.

Key words: monocrystal, nutrient, binary solution, component, distribution, alloy.

TOMIZ KOMPONENTLORDON EYNI ZAMANDA IKI QIDALANDIRICI TOTBIQ ETMOKLO
BINAR MOHLULLARIN MONOKRISTALLARININ ALINMASI USULU

XULASO

Hazirki isds putadan dartmagqla binar bark mahlullarm monokristallarim alarken har iki temiz kompanentlardan
ayri-ayri diizeldilmis iki temiz gidalandiricidan istifade edilmisdir. Toklif edilmis yeni variant miieyyenmanipulyasiya-
larin (kesmoak, azmok, torozide ¢okmak, bir yers qarisdirib aritmak va.s) say1 az oldugu {i¢lin alan monokristallarm
daha az cirklonmasini temin edir. Torkibin idare olunmasi ayri-ayr1 temiz kompanentlaringidalandiricilarinin enina
Olctilarinin ve yerdayisma siiratlarinin segilmasi ils hayata kegirilmisdir. Bu tisul Ge-Si bark mahlullarina tatbiq edilmis-
dir. Silisiumun germaniumdaki molyar faiziCe=10 ve 1 at. %Si olan hal {igiin kristal boyunca paylanma qanununun tad-
qiqi gosterir ki, bu tisulla har iki baslangic sert daxilinds binar bark mahlulun sabit terkibli monokristallarmi almaq
miimkiindiir.

Acar sozlar: monokristal, gidalandirici, binar mahlul, komponent, paylama, xalita.

METOAITIOAYYEHME MOHOKPUCTA/110B BMHAPHBIX PACTBOPOB M3 UNCTBIX
KOMIIOHEHTOB C ITPMMEHEHNEMABY X IIOAIIUTBIBAIOIINX CANTKOB

AHHOTAII VIS

B aanno11 paboTte mpu mpoaydeHny OMHAPHEBIX TBEPABIX PaCTBOPOB BLITATMBAHVIEM M3 pacllAaba, MICIIOA30BaHbI
ABa TOAIMTBHIBAIOIIMX CAMTKA M3IOTOBAEHHBIX U3 ABYX UMCTHIX KOMIIOHEHTOB. IIpeaao>KeHHDINI HOBBIM BapMaHT
COAEP>KUT MUHIUMYM MaHUIIy AN (pe3ka, M3MeAbdeHne, B3BellBaHNe, T1.1aBAeHne I T.4.), TO9TOMY obecriedmBaeM
MUHMMYM 3aTrps3HEHNs TT0Ay9eHHBIX MOHOKPICTaAA0B. YIIpaBAeHe COCTaBOM OOCIIedNBaeTCsl TOAIMHONM OAIUTEI-
BaIOIIVX CAUTKOB U3 Pa3AMYHBIX YMCTHIX KOMIIOHEHTOB 1 BHIOOPOM CKOPOCTM BBITATMBAHMA U3 PaciidaBa. DTOT METO/
6511 TIpVMeHeH K TBepABIM pactBopoM Ge-Si. ViccaesoBaHne 3aKOHOMEPHOCTH paciipejeAeHIisl CocTaBa BA0Ab CAUTKa
aas1 Co=10 1 1aT. % Si B Ge, ITOKa3bIBAET, UTO IIPY STUX ABYX Ha4aJbHBIX YCAOBIX, BO3MOKHO ITOAYYUTh MOHOKPYCTAAAbI
GVHAPHBIX TBEPABIX PACTBOPOB ITOCTOSHHBIM COCTABOM.

Karouessle caosa: MOHOKpUCTaAAl, IIOAIINTKa, 6I/IHapHI)II7I PpacTBOP, KOMIIOHEHT, paciipejeleHne, Criaas.

Manuscript receved 12.01.2019 58



The Obtaining Method of Binary Solution Monocrystals from Pure Components by Simoultinous Apply of Two Nutrients

Binary solid solutions are widely used in the manufacture of multifunctional perceptible
devices in modern solid state electronics. Therefore, the acquisition of identical monocrystals of
solid solutions in the contemporary semiconductor physics technology is in the foreseeable
future[1,2]. The segregation process that occurs during crystallization creates great difficulties in
solving this problem. Various methods are used to eliminate these difficulties. One of them is
feeding of the fusion while removing monocrystals by binding of binary solutions from the
fusion. The optimal variant of the obtaining monocrystals of solid solutionsis givenin [3,4,5].One
of the important issues is to prepare a nutritional alloy that is equivalent to the content of the
monocrystal compound which requires the growth of its nutrients. Although there is not a major
problem with the preparation of the nutritional alloy, it is necessary to expose the initial
components (cut, crush, scale, mix and fuse, etc.) into certain manipulation . Probability of
contamination of semiconductor substances with super ultra purity is increasing when they are
exposed to any kind of operation. Therefore, the number of these operations should be
minimized as far as possible.

In the present study, it has been proposed to feed the entire fusion not with alloy obtained
from binary solution ,but with both pure nutrients simultaneously. For this purpose, the crystals
of the components are cut off in proper quantities, or these crystals are grown in suitable devices.
The dimensions of the nutrients must comply with the width and content of the crystal grown.

The crystal cultivation scheme is shown in fig.1. Here, 1 and 2 are the pure nutrients of the
first and second components, 3 — is grown crystals, and 4 — is alloy in the pute. We will show the
parameters representing them as well as indexes corresponding to their numbers. Let's point the
area of cross-section by S;,S;,S3, thickness by p;, p,, p3, ps displacement rates by vy, v, v3, the
amount of nutrients melting in the fusion and their melted capacity by V;,V,, the capasity of the
cristal by V3, the capasity of fusion by V,, the molar mass of the 1 and 2 components by u;and p,.

Fig.1.The crystal cultivation scheme.

1 2 3

The process of cultivating the crystal is carried in the following way .Some quantities are
placed on the germanium pute .After the high vacuum, it melts.After selecting the temprature
regime, the crystal is grown, at the same time the feeding of the alloy with germanium (1) and
silicon (2) begins. . The melting temperature of the silica (1417°C) is higher than the melting
temperature of the germanium (937°C). However, it is well dissolved in germnium liquid. As
soon as the nourishing liquid Si enters the liquid Ge liquid, it mixes in a short time an becomes
identically mixed. In order to determine the identity of the solution in the pute and to ensure the
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regularity of temperature domain in the the horizontal surfaces the pute and crystal revolves at
cycle
)-

To determine the principle of change of the composition throughout the crystal, the
inconsistency equation for the second component of matter flux is used.To get the equation we
should accept the following three conditions:

an angle rate of (10-15

min

1) alloy in the pute is homogenous (this is ensured by the pute revolving and the high diffu-
sion velocity in liquid;

2) transference of the liquid into solid substance does not occur (this is ensured by low diffu-
sion velocity in solid substance);

3) fluid loss due to evaporation does not occur (this is ensured by low vapor pressure of both
substances in the crystallization temperature).

Inconsistency equation appears under these conditions, the first component is melted in the

alloy in one second and the amount of this substance dissolved in it is — p; 5, V1, S;, amount of S;

. s . S
molars is %, the same amount for the second component is properly - p,s, V,, S;and —pzivz Z
1 2

In a second the molar part of the second substance which is included into the fusion:

P15V25;
Uz _ H1P26V2S2 _ H1P25V2S2
P1sV151 + P26V252  (U2P16V1S1 + 11P25V2S2)  H2P15V1S1 + H1P25V2S,
H1 Ha

The appropriate volume part of the second component (s,u;t +s,v,t) including into the fu-

sion in t second equals to £250;5,
(1P, + 110250,5,)

(S, + S, t and the change of second component

molar part in ¢ interval is:

C4(O)V4(8) — C4(0)V4(0),
its part developed from alloy into cristal:

1

f Vo ()G, (D).

0

So, balance equation is derived :

1
Ca(OVA(0) — Ca(O)V,(0) = Fapesvedelavs ¥ Sava)t f V(OCOde. (1)
0

U2P16V1S1 + U1P25V252
Certain substitutions are made :

U1P25V252(S1v1 + S207) _
U2P15V151 + U1P25V2S2

a.(2)

Firts compostion derivative is obtained with respect to time on both sides in the formula (1):
CL(OVa(D) + Va(O)Ca(t) = a = V3(0)C3(8). (3)

k = g—j; C3(t) = kCyu(t). (4)

Let’s take (4) back into (3):
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Ca(OVa(0) + Co(O) (Va(t) + kV3())C4(t) = a
and all sides are divided into V4(t):

. V. kV.

G+ 2O 00 = ©)
Va(t) + kV3() B
BRACHES P(t); —V4(t) Q(t)-(6)

(6) substiution is written in its right place in (5):
C4(t) + P()C4 (1) = Q(1)- (7)

The total form of this constant linar differential equation is [6]:

C.(t) = exp (— f P(t)dt) {Q(t)exp [ f P(t)dt] dt +A}.(8)

A - is an integral constant. For determinig it, the initial conditions are used.First, let us look
at it in a simple state . Let’s consider that the nutritional alloy, as well as grown crystal are in
thecylindrical state, where the cross-section area of the nutritents is equal to the cross-section
area of the crystalS;+S, =S3and their velocity are the same in this case (v, =v, =v, =v),s0 in
this case the volume of the alloy remains stable and the level of its surface does not change. In
this case, the obtained volume is clearly the following:

V() = Svt; Vo (t) = Syvt; Va(t) = Syvt; Vu(t) = V,(0) = const (9)
Vi =Sv; V, = S,v; V3 = S3v; V, = 0.(10)

Consider (10) and ( 6):

_ kSzv- 0= a an

T V,(0)’ V,4(0)’
Consider (11) and (8):

_ kS3v a
Ca(D) = exp <_j 7,(0) dt) {V4(0) exp U 7,(0) dt] dt +A}
kS

“ksw A exp( v, (0) ) 12)

Defining A for two different initial state:
1).If t=0, then it equals to C4(0) = 0. Here out of (12):

-(13)

0= +4;, A=—-

k.5'3v kS3

If we consider the value of A in (2):
a kS3v
GO =155 [1 T exp (V4(0) t)] =
_ 11P25S2(S1v1 + So13) <1 — exp <k5377 t)> (14)
H2P1551 + H1P25V2S2 V,(0)
Then, to obtain the distribution of the composition in crystal'

U1P2552(S1v1 + Spv3)
—exp .(15)
kS3v3(1201551 + U1P2552) V4(0)

C3(t) = kCy(t) =

2). In the second case we sholud choose the initial condition in order to make the consentration
of the second component in alloy to be equal to its saturation rate. For that =0 equals to
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U1P2552(S1v1 + Sav3)
kS3v(uzp1551 + 11p2552)

So the equation is derived out of (12) is:

C4(0) =

ﬂ1p2582 (Slul + SZUZ) — ﬂlpZ(S'SZ (Slul + SZUZ)
kS3UB (/’lZleSl + ll’llpL)‘SZ) kS3UB (ﬂZplésl + /’llpZA‘SZ)
Where A=0 and

+A-

C (0): ﬂ1p2582(8101+8202) . (16)
kS0, + 14,P,,S,)

The consentartion of the second component through the crystal remains stable

C. —kC = HiP555, (S0, +S,0,) , (17)
’ ) S0(U, P58, + 1:025S,)

Co — /lez&Sz . (18)
HyPrs 81 + ﬂlpzasz

The molar percentage of silicium in germanium is Co =10 and for the case of 1 at % the
obtained dependants through the crystal out of (15) and (17) for Cs /Co are shown relatively in
fig.2 with the help of 1 and 2 curves. As shown, it is possible to obtain stable compositon mono-
crystalls of binary solutionsin both initial conditions by this method.

Fig.2.The distribution rule of the C3/Co amount through the crystal
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ABSTRACT

The present work is devoted to the study of the anisotropy of the Nernst-Ettingshausen (NE) effect in superlattices
depending on the direction of the magnetic field and the dimensionality of the electron gas. In this case is calculated the
NE coefficient of quasi-two-dimensionality and quasi-three-dimensionality degenerate electron gas with cosine
dispersion law in transverse and longitudinal magnetic field at scattering of charge carriers on acoustic, polar optical
phonons and impurity ions.

It is found that in the perpendicular magnetic field at scattering by acoustic phonons for quasi-two-dimensionality
electron gas the NE coefficient is zero, and the quasi-three-dimensionality one is negative, while at scattering by polar
optical phonons the NE coefficient is positive. When scattering on weakly screened impurity ions with an increase in
the magnetic field, the sign of the effect changes from negative to positive, and in weak magnetic fields with an increase
in the dimensionality of the electron gas, the sign of the effect changes from positive to negative. In a parallel magnetic
field for all types of scattering NE coefficient is nonzero and depending on the dimensionality of the electron gas and
the magnetic field changes its sign. In strong magnetic fields, the NE coefficient at scattering by polar optical phonons in
the same sample changes sign twice depending on the degree of miniband filling and the magnetic field. When
scattering on phonons, the criteria of strong and weak magnetic field are influenced by the parameters of the
superlattice.

Key words: superlattice, quasi-two-dimensional, quasi-three-dimensional, electron gas, NE effect.

AHMN3OTPOIINSA DDPDEKTA HEPHCTA-DTTUMHI'CTAY3EHA B KBA3VABYMEPHBIX 11
KBA3UTPEXMEPHBIX 31EKTPOHHBIX CUICTEMAX

PE3IOME

Hacrosmas paboTa mocssmeHa K mccaejoBanmio anHmsoTpormu sdpdekra Heprera-Orminrcraysena (HO) B
CBepXpeIlleTKax B 3aBMCMMOCTH OT HallpaBAeHMs MarHUTHOIO TIOAS M Pa3MepHOCTH DAEKTPOHHOTO rasa. IIpu sTom
BEIaMCAeH k09 uiueHT HD KBasnAByMepHOTO 1 KBa3UTPeXMEPHOTO BHIPOKAEHHOTO 9AeKTPOHHOTO Ta3a ¢ KOCHMHYCO-
MAaABHBIM 3aKOHOM AVICTIEPCUY B II€PIIEHAVIKYASPHOM U TIapaAeAbHOM MarHUTHOM I101€ OTHOCUTEABHO I10CKOCTIU
€051 IIPU paccesTHUY HOCUTe el TOKa Ha aKyCTIIeCKIX, ITOASPHBIX OITUYeCKVX (POHOHAX M MOHAX ITPUMeCH.

OGHapy>keHO, 9TO B MepHeHAUKYAIPHOM MarHUTHOM IIOJ€ TPM paccesiHUM Ha aKyCTIIeckuX (POHOHAX Aas
KBa3//ABYMEPHOIO 34eKTPOHHOTO rasa kosdduiinent HD pasHa Hya10, a KBa3UTPEXMEPHOTO MeHBIIIe HyAs, B TO BpeM:I
IIpM paccessHMM Ha IOAAPHBIX ONTHYecKNX ¢(poHoHax koddpduiment HD Goapmre myas. Ilpu paccesaym Ha caabo
9KpaHMPOBaHHBIX MIOHAX IIPVIMECH C POCTOM MarHMTHOIO 11045 3HaK 9 deKra MeHseTcsl ¢ OTPULIaTeABHOIO Ha 11040-
SKMTeABHBIN, B TO BpeMs B C1aOBIX MaTHUTHBIX ITOASX C yBeAYeHIeM Pa3MepHOCTH DAeKTPOHHOTO rasa 3Hak D¢ @exra
MeHSIeTCsl C MOAO0XKUTEeABHOTO Ha OTpUIIATeAbHBI. B mapasseabHOM MarHMTHOM IIOJ€ ITPM BCeX BUAAX pacCesHuu
k0dpPuryent HD oTAMYHO OT HyAd M B 3aBUCHMMOCTM OT Pa3MepPHOCTM DAeKTPOHHOTO Ta3a U MarHUTHOTO IIOAS
MeHseT CBOVi 3HaK. B chABHBIX MarHuTHBIX 1oasx kosdduiment HD mpu paccesHmy Ha IOASAPHBIX OINTUYECKMX
¢oHOHAX B O4HOM M TOM >Ke 0Opaslie ABakAbl MEHsET 3HaK B 3aBMCHMOCTH OT CTeIleHN 3allOAHEHNsI 30HBI I MarHmT-
Horo noast. [Ipu paccestHum Ha PoOHOHAX Ha KPUTEPUM CHUABHOIO U CAabOr0 MarHMTHOTO 1105 BAVLIIOT IapaMeTphI
CBepXpPeLIeTKI.

KaroueBble ca0Ba: cBepXpellleTKa, KBa3AByMepPHbIil, KBasUTpeXMePHBIN, 9AeKTPOHHEII ra3, a¢pdexr HD.
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KVAZi iKi vO KVAZi UC OLCULU ELEKTRON SISTEMLORINDO NERNST-ETTINGSHA
UZEN EFFEKTININ ANiZOTROPLUGU

XULASO

fcmal ifratgefeslorde Nernst-Ettingshauzen (NE) effektinin anizotroplugunun magnit sahesinin istiqamatindon vo
elektron qazimn olgiisiinden asilihiginin todqiqine hasr olunur. Bundan 6trii kosinusoidal dispersiya qanununa tabe
olan kvaziikiolgtilii ve kvaziti¢olglilii arlasmis elektron qazi {iclin lay miistovisine perpendikulyar veo paralel
istiqgamatda y6nalmis maqnit sahslarinde akustik, polyar optik fononlardan, asqar ionlarmndan sepilme halinda NE
amsali hesablanmigdir.

Almmusdir ki, NE amsali perpendikulyar maqnit sahasinda akustik fononlardan sepilma {igiin kvaziikiolgiilii hal-
da sifira baraber, kvazili¢olciilii halda ise menfidir, halbuki polyar optik fononlardan sspilme halinda miisbatdir. Zsif
ekranlagsmis agqar ionlarmdan sapilma halinda maqnit sahasinin qiymsti artdiqca effektin isarasi manfiden miisbate
dayisdiyi halda, zeif maqnit sahasinda elektron qazinin Olgiisii artdiqca isars miisbatden menfiye dayisir. Paralel
magqnit sahasinda biitiin sepilme mexanizmleri halinda NE amsal1 sifirdan forqlidir ve elektron qazimn o&l¢iisiinden,
magqnit sahasindan asili olaraq isarasini dayisir. NE amsali giiclii maqnit sahasinds polyar optik fononlardan sepilma
halinda mini-zonanin dolma deracesinden, maqnit sahasinden asili olaraq eyni bir niimunado isarasini iki dafs dayisir.
Fononlardan sapilme halinda giiclii ve zaif maqnit sahesi kriteriyalarma ifratqofos parametrlori ciddi tosir edir.

Acar sozlar: Ifratqoefes, kvaziikiolgiili, kvaziti¢olciilii, elektron qazi, NE effekti.

INTRODUCTION

A characteristic feature of the physics of low-dimensionality electronic systems is, on the one
hand, the presence of a number of new physical phenomena that do not occur in massive
samples (quantum and spin Hall effects, extraordinary magnetoresistance, the phenomenon of
weak electron localization, negative magnetoresistance, negative differential conductivity,
oscillations of kinetic coefficients), on the other hand, the possibility of practical application of
these new effects in the creation of micro - and nanoelectronic devices [1,2]. Therefore, the study
of the properties of low-dimensionality electron gas is one of the current problems [3,4]. Among
the kinetic phenomena thermomagnetic, especially the Nernst-Ettingshausen (NE) effect, is
more sensitive to the scattering mechanisms, the structure of energy spectrum, the dimension of
the electron gas, the temperature and the orientation of the magnetic field. The sign of the effect
NE depends on the type of material, temperature and orientation of the magnetic field, in addition,
it can vary in the same sample depending on the dimensionality of the electron gas. Determining
the sign of the effect, it is possible to obtain valuable information about the mechanism of
scattering, the dimensionality of the electron gas, as well as to use its characteristics for practical
purposes [5-6].

Despite the fact that the effect NE has been discovered for a long time, in low-dimensionality
electronic systems it has become intensively studied relatively recently. In low-dimensionality
systems, the scattering mechanism and the energy spectrum are anisotropic, as a function of
density of states is stepped view. Anisotropy of physical properties, as well as the direction of the
magnetic field strongly affects the behavior of kinetic coefficients. Theoretical studies of the NE
coefficient were carried out in [7-12], which considered a quasi—two-dimensionality electron gas
with different dispersion laws, namely, linear and sinusoidal. In these works, it is shown that the
NE coefficient oscillates proportionally to the magnetization derivative in terms of temperature
and concentration of conduction electrons, and these oscillations in a weak magnetic field
weaken, in addition, there is an increase and change of the sign of the NE coefficient. An increase
in the field NE signal in graphene in the presence of a strong magnetic field was found experi-
mentally in [13-16]. The possibility of sign NE change in strong magnetic fields in two-
dimensionality systems is noted in [14]. In the case of a quasi-two-dimensionality electron gas in
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a heterostructure in an intermediate magnetic field perpendicular to the layer plane, the NE
effect is studied in [17], and in weak fields in [18-21]. The possibilities of changing the sign of the
NE effect in classical fields in periodically modulated heterostructures [20] and in layered
semiconductor structures [21-23] are analyzed. The dependences of the NE coefficient of a two-
dimensionality electron gas on the direction of the magnetic field relative to the layer plane are
devoted to [24-25]. In the above works, the NE effect was mainly studied in the perpendicular
plane of the layer the magnetic field for the two-dimensional electron gas at low temperatures,
did not sufficiently consider the impact of the scattering mechanism and the degree of miniband
filling on the NE effect. In addition, in the parallel magnetic field to the layer plane, the NE effect
is insufficiently studied. In the super-lattice, the nature of electron motion in the layer plane and
perpendicular to it are very different. This movement in the presence of an electric and magnetic
field is highly dependent on the topology of the Fermi surface and the direction of the magnetic
field. In addition, the electron gas in superlattices can be both quasi-two-dimensionality and
quasi-three-dimensionality depending on the Fermi surface topology.

This review is devoted to the NE effect in the scattering of charge carriers on different types
of phonons and impurity ions in the perpendicular and parallel magnetic field to the layer plane
in quasi-two-dimensionality and quasi-three-dimensionality electronic systems with cosine
dispersion law. Using the quasi-classical approximation, the general expressions of the compo-
nents of galvanic and thermomagnetic tensors and the coefficient NE for the degenerate electron
gas in an arbitrary magnetic field are obtained. The analytical expressions of the coefficient NE in
the limiting magnetic field cases and the dimensionality of the electronic system are determined.
The features of the coefficient NE associated with the direction of the magnetic field are studied.

In the second part of the review, for the cosine dispersion law, expressions for anisotropic
relaxation time at scattering of conduction electrons on phonons and impurity ions are given. In
the third part of the review, general expressions of the components of galvanic and thermomag-
netic tensors in the perpendicular and parallel magnetic field to the layer plane for the
degenerate electron gas are obtained. In the fourth and fifth parts of the review, the dependences
of the NE coefficient on the magnitude and direction of the magnetic field, as well as the degree
of miniband filling at scattering on phonons and impurity ions, respectively, were investigated.

1. THE ENERGY SPECTRUM AND THE MECHANISM
OF SCATTERING IN SUPERLATTICES (SL).

The peculiarity of superlattices is that electrons, in addition to the main periodic potential of
the crystal lattice, are artificially created additional periodic potential with a period of an order of
magnitude or more than the constant lattice. The period of the repeating layers in the
superlattices ranges from Inm up to tens of nanometers. In the superlattice, the width of the
energy zone, the so-called mini zone or miniband, is less than the width of the energy zone of the
material layers. Inside the layer, atoms are interconnected by strong chemical bonds - ionic or
covalent, and between the layers a weak Van-der-Vaals bond acts. The energy spectrum of
conduction electrons in layered structures and superlattices consists of the spectrum of free
motion of electrons in the plane perpendicular to the axis of the superlattice - the approximation
of a weak bond - #°k? / 2m, , and independently of it for the movement of electrons along the
axis - the approximation of a strong bond of the spectrum - &,(1—cosak,). Thus, the energy

spectrum of conduction electrons in superlattices takes the form:
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g=h’k?/2m, +¢&,(1—-cosak,). (1.1)

Where 7 -Planck’s constant, k{ =kZ +k; , k, and K, the longitudinal components of the

wave vector in the plane of the layer and K, the transverse component of the wave vector along
the SL axis, ¢, —the half width of the conduction miniband, a - the SL constant, due to anisotropy
m, =m, =m, -the components of the effective mass of the electron in the layer plane, and per-
pendicular to the layer plane, the effective mass depends on the components K, of the wave
vector and has the form:

2

£,
m' = ;2 cosak, (1.2)

The energy spectrum (1.1) in addition to SL is also applicable to layered semiconductor
crystals, transition metal dichalcogenides, and periodically modulated heterostructures. In
superlattices, not only the energy spectrum and structure, but also the mechanisms of scattering
of conduction electrons are anisotropic. The main parameter characterizing the scattering
mechanism is the inverse relaxation time tensor. When scattering by acoustic and polar optical
phonons, the inverse relaxation time tensor is proportional to the density of the conduction
electron state g(&) and can be written as [26]:

1 =A _9(8) (1.3)
Ta (kakj_)r
m,Z ()
here g(g)=%, Z(g)=ak,, Z(s)=7 when &> 2¢, then Z(g)=arccos(l—-¢/e,) and
V4

when ¢ < 2¢,, a =(L,1l), K, -longitudinal and transverse components of the wave vector, A,

- constant for this scattering mechanism [27], at scattering by acoustic I =0, and at scattering by
polar optical phonons r =1. It follows from formula (1.3) that the relaxation time for acoustic
phonon scattering is isotropic and depends only on the density of states, while for polar optical
phonon scattering the relaxation time is anisotropic and depends differently on the wave vector
components.

At low temperatures, the main mechanism of scattering is scattering by impurity ions.
Impurity atoms create discrete energy levels in forbidden zones near the valence band. Therefore,
they are easily ionized at low temperatures. To obtain the final relaxation time, the radius of
action of the Coulomb potential must be limited, i.e. the Coulomb potential must be screened.
The screening radius I, of the Coulomb potential depends on the energy of conduction electrons

and for a quasi-two-dimensional electron gas has the form [3, 27]:

i (47zezn
r? =
X&o

me . . .
] (1.4) where n= zlh 2F the concentration of charge carriers, ¢ - Fermi
T na

energy, y -is the dielectric constant. In obtaining this formula, it is necessary to take into account
the condition of the electroneutrality of the system (n =N, ), i.e. the concentration of electrons is

equal to the concentration of ions. With the change of the radius of the screening nature of the
scattering changes. To obtain analytical expressions for the relaxation time it is necessary to
consider the limiting cases: weak screening Kry >>1 , strong screening Kr, <<1 [28]. In case of
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weak screening, the components of the inverse relaxation time tensor depend differently on the
components of the wave vector and have the following form:

1 _1hdkr (1.5)
T, 7 (2k 1)
1.1 1 (1.6)
T T 4k k,r?
(m_»" —_— . N
here 7, = —==——— where N, -the impurity concentration, y - is the dielectric constant.
87 N,ea

The formulas (1.5) and (1.6) show that the transverse component of the inverse relaxation
time depends strongly on the longitudinal component of the wave vectork, and logarithmically
weakly on the transverse K, and longitudinal component of the inverse relaxation time equally

depends on the longitudinal and transverse components of the wave vector.

With strong screening, the scattering character varies greatly, the relaxation time becomes
isotropic and is determined through the density of States. In this case, the charged impurity atom
behaves as a point defect with a short-acting potential. This feature leads to the fact that the
components of the inverse relaxation time tensor take the following form [28]:

l:i:iZker :i(ﬁJZ ( 1.7)
T T, T 7,\ a

Formulas (1.5-1.7) are obtained in the born approximation I, << Iy (where I, = yh° /me® —

is effective Bohr radius). Now, knowing the relaxation time, we can proceed to finding the com-
ponents of the galvanic and thermomagnetic tensor, through which the NE coefficient is expressed.

2. GALVANIC - AND THERMOMAGNETIC TENSOR

In multilayer solid-state structures with a controlled energy spectrum, which are called
superlattices, depending on the degree of miniband filling, low—-dimensionality electron gas is
quasi-two-dimensionality or quasi-three-dimensionality. Therefore, the theory of kinetic pheno-
mena in the magnetic field in anisotropic electron systems with cosine dispersion law should be
developed in the direction that takes into account the dependence of the relaxation time on the
components of the wave vector, as well as the dimensionality of the electronic system. In the se-
miclassical approximation, i.e. if the condition is met &, >> /7, it is possible to calculate the gal-

vanic and thermomagnetic coefficients using the Boltzmann equation in the approximation of the
relaxation time.

To determine the components of the galvanic and thermomagnetic tensor it is necessary to
proceed from the generalized Ohm's law.

i =oyE — BV T (2.1)
where I,k =X,y,Z.

To calculate the current density necessary to find the nonequilibrium distribution function
from the Boltzmann equation in the relaxation time approximation for the anisotropic energy
spectrum:
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o, + = 6BV, (6P) - (6(¢ )= 0 22)
where- P - the momentum of the generalized force, which includes all external forces (magnetic

field B , electric field E , temperature gradient VT ), U - the speed of conduction electrons,

- @, =—¢E, - (g -4 )Vi /T — the generalized disturbing force causing a deviation from the

equilibrium distribution, ¢ — is the chemical potential.

Solving the equation (2.2) in a random in magnitude and direction of the magnetic field, for
the generalized force momentum we obtain:

_ 1 |.= = n i (= T (== Voum
e {r@o +e#[Bri (¢, )+ €2 %(B@OX B)}, 23)
where we have introduced the notation v; = €° ﬁ(rﬁB)(f'_lB), M =m?m, and || =7{7, . Now,

substitute the nonequilibrium distribution function (2.3) in the current density expression, which
is convenient for this law of dispersion (1.1) in cylindrical coordinates has the form [29]:

. em %2 % 2 of
= e foof -2

where Z - is the degree of miniband filling and determines the dimensionality of the electron gas:

}F’ivfdgl ’ (24)

| =, & > 2¢,,quasi —two—dim ensional , opened Fermisurface
" larccos(1-¢/e,), ¢ < 2s,,quasi —three —dim ensional , closedFermisurfase

The open Fermi surface is represented as an open corrugated cylinder, and the closed
surface is represented as an ellipsoid.

In layered structures, the nature of the motion of electrons in the plane of the layer and
perpendicular to it are significantly different. Therefore, the dynamics of conduction electrons
will strongly depend on the direction of the magnetic field and affect the behavior of the kinetic

coefficients. Two geometries of the problem are considered here: 1) the temperature gradient VT
is directed along the axis X, the magnetic induction B along the axis z is perpendicular to the

magnetic field (Fig.1a); 2) the temperature gradient is directed along the axis VT, the magnetic
induction along the axis y - the longitudinal magnetic field (Fig.1b). However, for both

geometries, the magnetic field is perpendicular to the temperature gradient.

Fig. 1. Geometry of the problem.
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2 / 2 7
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68



Anisotropy of the Nernst-Ettingshausen Effect in Quasi-Two-Dimensionality and Quasi-Three-Dimensionality Electronic Systems

In the case of the first geometry of the problem based on the expression (2.3) and (2.4) for the
components of the galvanic and thermomagnetic tensor we obtain [30,31]:

i-k

i-k
O = n0e2<QV¢ >/ B :_E<(€L _é/z)TLVlz >, (2.5)

1+v? T

In the second geometry of the problem the components of galvanic and thermomagnetic
tensors take the form [32, 33]:

T T,V T
Oy =Ny <—*—>,0,=e’n,<—2"> o =en <<—"L—>>,
1+v,v, 1+v,v, 1+v v,
T,V
o, =e’n, << —"L_>>, (2.6)
1+v,v,
en, T, en, 1,v,
Po=——-< (6-0)> o= <——"—(-0)>
T 1+vyy, T 1+vyy,
en T en T,V
Pu=— << (e=C)>>, B =t << (s -() >>,
T 1+v,v, T 1+v,v,

where averaging signs <> <<>> have the following meaning, respectively:

1 2

© Z,
() =m£dgild¢£%dz,

() =2 meZO( afoJA-(gL,z)-sinzz.dgl.dz,

_”zhzano ‘MO 0 _a‘c"L
12 1/2
V, = eBTL/mL =QTL(mIIO/mL) vy =€Br, /mu =Qrz, (ml/muo) ’
vv, =Q% 7, c08Z , v v, =Q% 7, c0sZ, Q=eB/Jm m,, .

We proceed to the calculation of the NE coefficient for the problem geometries considered
in this review.

3. TRANSVERSE NE EFFECT IN THE SCATTERING ON PHONONS.

The transverse NE effect occurs for the same reason as the Hall effect, that is, as a result of
the deflection of the flow of charged particles by the Lorentz force. The difference, however, is
that in the Hall effect, the directed flow of particles occurs as a result of their drift in the electric
field, and in the NE effect as a result of diffusion. A significant difference is the fact that unlike
the constant Hall, the sign of the NE effect does not depend on the sign of the charge carriers.
The sign of the transverse NE effect is determined by the nature of the dependence of the
relaxation time on the components of the wave vector of charge carriers, i.e. on the nature of the
scattering mechanism, which in superlattices is significantly different from the relaxation time in
isotropic systems. It should be noted that with temperature the nature of scattering, i.e. the
dominant mechanism, changes: at helium temperatures, the main one is scattering by impurity
ions; at temperature, 40K - scattering by acoustic and 80K at optical phonons. Further, using
the obtained expressions for galvanic and thermomagnetic tensors (2.5) and (2.6), it is necessary
to consider separately the specific geometry of the problem and scattering by acoustic and polar
optical phonons.
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3.1 Transverse NE effect for scattering on acoustic phonons.
a) The perpendicular magnetic field ( B, = B, ). With this geometry of the problem, the
General formula for the NE coefficient Q = —E_ /BV,T has the form:

_105Bu=0uby 3.1)

2 2
B oxtoy

Q

Given the expressions for the components of a galvanic - and thermomagnetic tensors (2.5)
in (3.1) get the general expression for the NE coefficient.

TV T\ [T _ 2
1<1+Vf (e §)><1+vf> <1+ % (e §)><1+ Vf> . (3.2)
Tk
+
1+v? 1+v?

In the case of a degenerate quasi-two-dimensionality electron gas when scattered by

Q=

acoustic (I‘ = O) phonons, 7, /m, itis independent of energy, therefore Q = 0[34].

For a quasi-three-dimensionality electron gas in an arbitrary magnetic field, the coefficient
NE, unlike the quasi-two-dimensional one, is nonzero Q # 0 and has the following form:
ZO

Zy Zg

I dz IXdZ_Z°diIXdZ
Q:(koJ”ZkoT ZAN AN PA'S A (33)

u
e)3 & 4 xdz | o % Xdz ’
AR

0 0

here X =€0SZ —C0SZ,, v =1+ (QJO)LZ, K, - Boltzmann constant, u, =ez,,/m, - the mobility
z
of the charge carriers in the plane of the layer.

From the expression (3.3) for the NE coefficient in a weak magnetic field (Q,z,)<<1 we obtain:

o (k_ojﬂ_z KT y I 2000100 = 1100l 201 ) (34)

10 2
e )3 g 1501

z,
where |, = jZk cos' Z(cosZ —cosZ,)dZ, here o, =e?n,z,/m,, N, =m &,/z°h’a -con-
0

centration of quasi-two-dimensional electron gas, v, =eBz,/m, =Q 7,, Q, =eB/m_,
7, = A" (ﬁzhza/ m, ) The calculations show that in this case the NE coefficient is directly pro-
portional to the ratio K,T /&, and mobility U, ,, and the sign of the coefficient is negative: Q < 0.

The following analytical result was obtained in a strong magnetic field (Q lTo) >>1

o- (kojﬂ'zkoT 1 (z2/2)sin Z, +2Z,(cosZ, 1) (3.5)
3 & B’,, (sinz,-Z,cosZ,f

e

From (3.5) it can be seen that in a strong magnetic field, the NE coefficient is strongly
dependent on Z,, directly dependent on K,T /&, and inversely proportional to the magnitude

of the magnetic field, and the sign is negative Q < 0, as well as in a weak magnetic field.
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b)The parallel magnetic field (B = B, ). In this case, the NE coefficient is expressed by the
formula: Q =—E, /BV,T, and it looks like [35]:

E 1o -0
Q — VA _ XXﬁZX X XX (3_6)

_BVXT " Boyo +0,0,

XX ZZ

Substituting expressions for the galvanic and thermomagnetic components (2.6) in (3.6) for
the NE coefficient we obtain:

s s e e e, e9)
(o s e )

The formula (3.7) is valid for an arbitrary degree of degeneration of the electron gas in a pa-
rallel magnetic field when scattered on acoustic and optical phonons, as well as on impurity ions.

1 1
Q_B eT

When scattering by acoustic phonons f,, = ,, =0 and the NE coefficient (3.7) will take the

form:
kT 17 o
Q & Zy 31+ Q% cosZ , 3.8)
7:_20 Zy _
Qo jcosZZ 2cosZ0 4z +ergjc032(cos§ : cosZ,)dz
o 1+Q°r5cosZ o 1+Q°r5cosZ
ko 7° e, _ ah’puia

Here Q, = , E,-is the constant of deformation potential, p - is

e 3m  ° ETm.Z,
the density of the crystal, v, - is the speed of sound in the crystal. From the expression (3.8) it can
be seen that in the parallel magnetic field to the plane of layer B = B, , the NE coefficient at scat-

tering on acoustic phonons is nonzero and depends significantly on the degree of miniband filling
Z, and the magnitude of the magnetic field B.. On the basis of the formula (3.8) dependences

Q/Q, on the degree of miniband filling are constructed (Fig.2) and the magnitude of the magnetic
field (Fig.3)
Fig.2. The dependence of the dimensionless NE coefficient Q(BI | )/ QO on the degree of miniband filling Z ; :

a - -strong magnetic field(v = Qro = 5);b - weak magnetic field (v = Qro =05).

15 , 15"

=
o
T

10

laiBy)/ Qo |

fa(B;) Qo |
=
w

o

Fig.3. Dependence of the dimensionless NE coefficient Q(B“)/QO on the longitudinal

magnetic field v = QTO ca-Zo=m;b-Zo=1x
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The figures show the Fermi surfaces for the quasi-two - dimensionality (& > 2¢&, - corruga-

ted cylinder) and quasi-three-dimensionality (& < 2&, - ellipsoid) electron gas.

From Fig.2 it follows that in weak magnetic fields at small degrees of miniband filling, the
NE coefficient takes a large value, and with a decrease in the dimensionality of the electron gas
tends to zero. And in the field dependence of the NE coefficient there is a big difference: in the
quasi-two-dimensionality case, the NE coefficient increases in the magnetic field, while for the
quasi-three-dimensionality electron gas, on the contrary, decreases.

The analytical expression of the coefficient NE can be obtained only in the limiting magnetic
field cases. In a weak magnetic field 27, <<1 when scattered on acoustic phonons, the coefficient
NE is determined by the formula:

g=_kzen % 1-Q2r2 M2 | (39)
e 3 m sinZ,—Z,cosZ, z

0

It follows from (3.9) that the NE coefficient is negative at small degrees of miniband filling
and modulo takes large values, and as the miniband is filled decreases, striving to constant
value. In addition, the NE coefficient is directly proportional to the mobility of the current
carriers in the plane of the layer. In a strong magnetic field of the NE coefficient has the form
Qr,>>1:

o—_ka 7 %y i kT 1 In(tg(0.5Z,+0257)

3.10
e 3'm, & B’ sinz,—Z,cosZ, (3.10)

Unlike a weak magnetic field, the NE coefficient in a strong magnetic field is inversely
proportional to the mobility of the electron gas in the direction perpendicular to the layer plane
and the square of the magnetic field.

3.2 The transverse NE effect for scattering on polar optical phonons. When scattering by
polar optical phonons, the relaxation time, in contrast to scattering by acoustic phonons, is
strongly anisotropic, the transverse 7, and longitudinal 7,, =7, components of the relaxation
time depend differently on the components of the wave vectork  ,K,, =K, . The direction of the
magnetic field strongly affects the dynamics of the conduction electrons and this affects the
behavior of the NE coefficient. Consider the NE coefficient in the transverse B=B, =B, and
longitudinal magnetic field B = B,, = B, , separately.

a) The perpendicular magnetic field ( B, =B, ).

Substituting formulas (2.5) in (3.2), we obtain a general expression for the NE coefficient at
scattering on polar optical phonons in a perpendicular magnetic field [36]:

TXZdZI 2x*  X* Zf’x%ﬂz}"x@lz
Q o Yo [02\YL Yo Y, Y2 (3.17)

0 0 2L 7/
Qo (x dz 2 c;o 1
Yn k 22

242
where Yu(z):l""ﬁoiz S XZ(Z), z'm:iﬂ. hea( 2m k,T ’
Zy \ Kk, A m
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1 z%n%a(2mk,T V21 1( e eBr,,
Tio = 2 7V, =V ' Vi = :
A m, h a Z,\ k,T m,

To obtain an explicit dependence of the NE coefficient on the degree of miniband filling and
the magnitude of the magnetic field, we consider separately the cases of a weak v, <<1 and

strong v, >>1 magnetic field. In a weak magnetic field v, <<1, the NE coefficient at scattering
by polar optical phonons (I = 1) has the form:

3 sinZ,—-Z2,cosZ,
Q= Qo - loos | (3.12)
Z,\ 2 (0.5Z,-0.75sin 2Z, +Z,cosZ,)*

From the formula (3.12) we obtain that in the quasi-two-dimensionality case Q =2Q,, and
in the quasi-three-dimensionality case Q =4Q), /3. In both cases, the NE coefficient is positive.In

a strong magnetic field; the NE coefficient has the form,

1 1 Z
Q=—=-0Q,—— 2 :
B® *°u? (sinZ,—Z,c0sZ, )

(3.13)

In the case of a quasi - two-dimensionality gas , the NE coefficient is determined by the

formulaQ =Q, / (u LB)2 ZZ2, and in the case of a quasi-three-dimensionality gas—
Q= Qo/?’(ULB)Z‘

Analyzing the dependence of the NE coefficient, one can notice a strong anisotropy in the
scattering on polar optical phonons from the perpendicular magnetic field and from the degree
of miniband filling (the concentration of charge carriers). The appearance of such anisotropy of
the NE effect may be due to the presence of both open and closed cyclotron orbits in the
magnetic field.

b) The parallel magnetic field (B = B,, ).

In this geometry of the problem for the NE coefficient of the degenerate electron gas in an
arbitrary value of the parallel magnetic field and the degree of miniband filling at scattering by
polar optical phonons, we obtain [35]

3 [Z“xzdzz"x“ZZsinZZdzJ 1 Z“X“ZsinZZdZTX(3+Y(Z))dZ
0

g B 2Z, Yo o Y42|| a 0 Yau 0 Y42|| ’ (314)
Qo % X2dz % XY2Zsin? zdz O . [ j/ fo“ coszdZ ¢ X ¥?Z sin? zdz
0 Y4II 0 Y4II woe k T 0 4II 0 Y4II

hya f
where Tlo:eZZ ;T = Mo kT

On the basis of the expression (3.14) the dependence of the NE coefficient on the degree of
miniband filling (Fig.4) and the magnitude of the magnetic field (Fig.5).

In layered semiconductors and superlattices with a small degree of miniband filling, the NE
coefficient Q takes large positive values, then in the order 77/2 region Z, becomes negative and
for quasi-two-dimensionality electron gas (Z, = 7 ) again becomes positive, i.e. changes sign

twice (Fig.4). As it is known [27], in a three-dimensionality electron gas (massive semiconductor)
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the sign of the effect can change in the same sample depending on the temperature. The sign of

m, 7
the NE coefficient in anisotropic systems is determined by the parameter y = —'-—=, i.e. depen-
m, 7,
dence of relaxation time on energy and anisotropy of effective masses. And for a low-dimensio-
nality electron gas, the sign changes can occur in the same sample not only depending on the
temperature, but also on the degree of miniband filling and the direction of the magnetic field.

This feature of low-dimensionality electron gas can be used in nanoelectronics.

Fig.4. The dependence of the dimensionless coefficient NE Q(B/)/Qo on the degree of miniband filling:
a—v,=Q,\1,,7, =45, b—v,=1 c-v=05.

5 T T T 15

Q(By) / Qo
Q(By) [/ Qo

Fig.5. The dependence of the dimensionless coefficient NE Q(By)/Qo on the degree of

minibandfilling: a-Z, =7, b-Z, = % ,C=2, =%

The change in the NE coefficient in low-dimensional electronic gas is explained as follows.
In layered semiconductors and superlattices, where the dimensionality of the electron gas can be
both quasi-two-dimensionality and quasi-three-dimensionality, the effective masses of the
conduction electrons along and perpendicular to the layer differ, m, <m, , moreover, it m,
depends on the wave vector K, =Kk,, as well as on the scattering of charge carriers on polar

optical phonons, the relaxation time depends differently on the components of the wave vector
ku k,.

As a result, there are two different groups of electrons with different relaxation times and
effective masses when moving along the plane of the layer and perpendicular to it. Parallel to the
plane of the layer, the magnetic field acts differently on them and confuses these movements. For
these groups of electrons, the ratio between the radius of the cyclotron orbit and the free path
length is different and this plays a major role in changing the sign of the NE effect. A similar
situation in the longitudinal magnetic field occurs for the Hall effect of a qua—si-two-dimensiona-
lity electron gas, where the sign change is associated with the existence of electrons with a
negative effective mass m,, in the miniband region [29].

Analytical expressions for the coefficient Q can be obtained only in the cases of magnetic

field limits.

The coefficient NE in a weak magnetic field 27 <<1 has the form:

0 :Qoi §+ ’ (sinz, - Z_0 cosZo)cosZ02 A+ 2 ) (3.15)
Z,|2 05Z,-0.75sin2Z, +Z,cos" Z, 3Z,sinZ,
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The NE coefficient in a strong magnetic field {27 >>1 at scattering by polar optical phonons
takes the following form:

1 k [ ¥z 1 I

0 -1,-1,-1/2
Q = —Q 3.16
0 ZZO [ J ( )

& u,u,,B?sinz,-Z,cosz,

From the formulas (3.15) and (3.16) it follows that when the Fermi surface is closed in a
weak magnetic field, it Q takes large positive values Q =Q,/Z,c0sZ,, and when approaching

Z, to 7 (the open Fermi surface) - small negative values Q =—Q, /6. A large value of the NE

coefficient is associated with high mobility of current carriers in superlattices (for example,
GaAs/ AlGaAs u, =9.5x10°cu’/B-c, u, =7.5x10°cu?/B-c [37] ) and depends on the
position of the Fermi level (the degree of miniband filling) [18]. In a strong magnetic field from
the formula (3.16) it follows that the scattering on polar optical phonons takes negative values
and depending on the topology of the Fermi surface, the NE coefficient has a feature. Below is a
comparison of the dependence of the NE coefficient on the magnetic field in the scattering of
conduction electrons on acoustic and polar optical phonons for quasi-three-dimensionality
(Fig.6) and quasi-two-dimensionality electron gas (Fig.7), respectively.

It follows from figures (6) and (7) that in weak magnetic fields the signs of the NE effect of a
quasi-three-dimensionality electron gas in the scattering of charge carriers on acoustic and polar
optical phonons differ from each other, while in the quasi-two-dimensionality case in a strong
magnetic field the signs coincide. When scattering by polar optical phonons, the sign Q changes
at the order of v, 4.5, which for the above mobility of superlattices GaAs/ AlGaAs with
a=5nm corresponds to the value of the magnetic field B = 0.5Tl (under the condition e < k,T
)- In experimental work [23] it is shown that in layered crystals the sign change in concentration
dependence Q is observed .

To study the concentration dependence of the NE coefficient in strong and weak magnetic
fields separately based on the formula (3.9),(3.10),(3.15),(3.16) the dependence of the NE
coefficient on the degree of miniband filling Z; (Fig.8), (Fig.9). It can be seen from figures 8 and 9

that the NE coefficients in a weak magnetic field for small concentration values at scattering by
optical and acoustic phonons are very different, and at large values they approaching to zero
[38]. In strong magnetic fields at low concentrations of charge carriers, the NE coefficient
becomes negative when scattered on polar optical phonons, as well as when scattered on
acoustic phonons.

Fig. 6. Dependence of the dimensionless NE coefficient Q(By)/Qo on the magnetic field for quasi-three-
dimensionality electron gas: @ - scattering by polar optical phonons, b — scattering by acoustic phonons.
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Fig. 7. The dependence of the dimensionless NE coefficient Q(B)/Qo on the magnetic field
for quasi-two-dimensionality electron gas: a - scattering by polar optical phonons; b -
scattering by acoustic phonons.

Fig. 8. The dependence of the dimensionless NE coefficient Q(By)/Qo on the degree of miniband filling
in a weak magnetic field: a — scattering by optical phonons, D - scattering by acoustic phonons.
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Thus, the sign of the effect can change in one of the samples depending on the concentration
of the charge carriers and the magnetic field. At large values of the degree of miniband filling Z,

the NE coefficient tends to zero, in agreement with experimental work [27]

Fig. 9. Dependence of the dimensionless NE coefficient Q(B/)/Qo on the degree of miniband
filling in a strong magnetic field: a — scattering by optical phonons, b - scattering by acoustic
phonons.

Analyzing the criteria of strong and weak magnetic field, it can be seen that these criteria are
influenced by the parameters of the superlattice a and ¢, .

4. THE TRANSVERSE NE EFFECT FOR SCATTERING ON IMPURITY IONS.

In impurity semiconductors in the study of kinetic effects, taking into account the long-
range Coulomb potential of the ion leads to the inverse value of the relaxation time to
logarithmic divergence, mobility takes on an infinitely large value and loses physical meaning. It
is obvious that to obtain the final value 7 and mobility it is necessary to limit the radius of
action of the Coulomb potential of the ion [27]. Here we can consider two limiting cases: weak
kr, =>1u and kr, <<1 strong screening. Consider the NE effect for scattering of charge carriers
by weakly screened impurity ions. In [28] the relaxation times are calculated and it is shown that
in this case the components of the inverse relaxation time tensor depend differently on the
components of the momentum of conduction electrons. Below we will look at two geometries of
the problem.

a) The perpendicular magnetic field ( B, = B, ). Given the geometry of the problem for
the NE coefficient of the degenerate electron gas in an arbitrary perpendicular magnetic field, we
have [39]:

I *(3+Y,, dZZJ9 X 52dz [I X ¥dz gzj ﬁ X ‘dz
gkl fo (¥ oty |o(ntrs, 2 (m t)YgL (N, |, 41
10

3 e 80 Zy X5/2 2 X4dZ 2
Qo 7| 20
H <|m>vJ @.70) {ammj
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where Yy, (Z)=1+vZX3(Z)Int)?, o, =e*nyz,/m, ,t=2Z,r,/a.

In the weak magnetic field v, <<1 of (4.1) for the coefficient we have:

2 1
Q- ”(ko]koT e, 1 L |4, - 2lo0sy 42)
3le)g m In (Zzoro /a) Looss2 2 Looss2

It follows from (4.2) that in a weak magnetic field the NE coefficient does not depend on the
magnetic field and is expressed through integrals I, | , which are analytically calculated only in

special cases by the dimension of the electron gas:
For quasi-two-dimensionality electron gas
Ko \KoT €
Q= —47#(—0]0——7” . 4.3)
e )& m

It follows from the formula (4.3) that for a quasi-two-dimensionality electron gas in a weak
magnetic field, the coefficient NE is negative and does not depend on the screening parameter of
the Coulomb potential.

For quasi-three-dimensionality electron gas

2 (K, \ kT 1 - i
Q- %[j’j : er;io o5z, {4~ 7, (cos? Z, +15)+0,5(5-3,7sin > Z, Jsin Z, |-

25(sin Z, ~ 7, c0sZ,) |2,(0,4+3c0s? Z, +cos* Z, )~ 2,2(1-05sin 2 Z, )sin 2Z, |}

Z,(05+cos? Z,)-0,75sin 2Z, 4

For a quasi-three-dimensionality electron gas in a weak magnetic field, the NE coefficient
(4.4) strongly depends on the degree of miniband filling and is directly proportional to the
mobility of the conduction electrons, while the NE coefficient can take both positive and negative
values. When scattering on weakly screened impurity ions, the change in the sign of the NE
coefficient seems to be due to the existence of a region with a negative effective mass in the
miniband.

In a strong magnetic field v, = @7, >>1 for the NE coefficient we obtain:

iﬂ_z(k_o) kOT In (ZZOro/a) 110,0,—3/2 + I0,0,—1/210,0,0
&y erLO/mL 2 Loos Icz),o,l

Q_

-5 (4.5)

e

It follows from the formula (4.5) that in a strong magnetic field the coefficient NE is positive,
nonmonotonically depends on the degree of band filling Z, and logarithmically on the ratio

between the screening radius of the Coulomb potential of the ions of the mixture and the
superlattice constant.

b) The parallel magnetic field (B =B, ).

Since the dynamics of the electron in the layer plane and perpendicular to it is very different,
the most interesting results for the study of the NE effect should be expected for the second
geometry of the problem, when the magnetic field is directed along the layer plane.

For the NE coefficient of the degenerate electron gas we obtain [40, 41]:
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ZT X92dz #zXsin?zdz  1%zX7sin’zdz §X**[4+Y,, JizZ

Q :( & J“ Syt 1 Yyt 29 vyt v int (4.6)
Q (k) %x%dz zx¥sin’zdz ., &y ) 72X° cosZdzZ FZX sin? 2dZ
o Ya It oYy, P KT ) Yant o § Y, Int

On the basis of the formula (4.6) we plot the dependence of the NE coefficient on the
magnetic field at different degrees of miniband filling (Z = 7/2, -quasi-two-dimensionality
electron gas, Fig.10) and (Z = /2, quasi-three-dimensionality electron gas, Fig.11).

The figures show that for a degenerate quasi-two-dimensionality electron gas, the NE
coefficient is negative, monotonically depends on the magnetic field and tends to zero with
increasing field. And when the electron gas changes its dimensionality, becoming quasi-three-
dimensionality, the NE coefficient is positive and with the increase of the magnetic field tends to
zero from the positive values.

Fig. 10. Dependence of the NE coefficient Q/Qoon the magnetic field for
quasi-two-dimensionality electron gas 7, -~
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Fig.11. Dependence of the NE coefficient Q/Qoon the magnetic field:

for quasi-three-dimensionality electron gasZ, =7 /2 .

The peculiarities in the behavior of the NE coefficient seem to be related to the change in the
free path length in a strong magnetic field, to the ratio between the superlattice constant and the
radius of the cyclotron orbit, and also to the fact that in the quasi — two-dimensionality case the
screening radius does not depend on the concentration. The inversion of the sign of the NE
coefficient is due to the geometric effect of electronic orbits in relatively strong magnetic fields.

In a weak magnetic field, decomposing expression (4.6) by parameter QA7 <<1, is obtained
for the coefficient in the following dependence on the degree of miniband filling Z, and the ratio

between the screening radius and the constant over the lattice a.

12
g :( & J 1 2 |1,o,1 - |1,2,1 _§‘ I0,0,3/2 |1,o,2 - |1,2,2 (47)
Qo koT In (2rOZO/a) |1,0,1/2 - |1,2,1/2 2 I0,0,5/2 |1,o,1/2_|1,2,1/2
12 .
Q & 1 8 sinZ,-2,c08Z, (4.8)
i S VI Z,)-125 z :
Q, [kUT] Int [(L-cosZ,)/21*(z,% - Z, sin 2Z, +sin’? zo){%( 2 Z,(05+cos? zO)‘DZ( °)}

2

2 Z 1 7 . 5 . 2
v(2,)= (Q_ZJcosZO +320(2coszO +1]sm Z, ~ggM 2Z,c0sZ, 9
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Z,' (1 1 . 5 2)1. 1 .
?,(2,)= 2(4 +cos’ Z"] +EZ°(1_ 6c0s? Z, Jsin 2Z, + (16 +9]4sm 227, -3 2Z,sin 22,
From the formula (4.7) and (4.8) it can be seen that the NE coefficient Q/Q, in weak mag-
netic fields depends logarithmically weakly on I,/a , non-monotonically onZ, , and also de-
pends on the ratio between the half-width of the miniband &,and K,T does not depend on the

magnitude of the magnetic field B . Now consider the limiting case in the dimensionality of the
electron gas. For a quasi-two-dimensionality electron gas, the NE coefficient is

Q (&1 (gm0 (49)
Q \kT) In(2r,z,/a)"

It can be seen that the NE coefficient Q/Q, for the quasi-two-dimensionality electron gas,
i.e. when the Fermi energy surface of the corrugated cylinder (open), is negative, and the mag-

nitude is directly proportional (80 [k, T )]/2 u and inversely logarithmically dependson 1, /a .

For quasi-three-dimensionality electron gas, in this case, the formula (4.8) shows that the
sign of the coefficient can change.

In a strong magnetic field Q27 >>1, taking into account the NE coefficient, we obtain

z,
32 32 I ZXY2cosztdz
Q_ 1 (kM) 1hisyp 1 (kT 13 (4.10)
Q, B%U, U0\ & 2 g, B%U, U0\ & 2 sinZ,-Z,cosZ,

Here U, , =€7,/m,, the mobility of the conduction electrons is perpendicular to the layer

plane. It can be seen that in a strong magnetic field, the NE coefficient is negative , inversely

dependent on B? and U, U,,, as well as directly proportional to (kOT /&, )3/ ?

CONCLUSION.

The effect NE strongly depends on the direction of the magnetic field, so the anisotropy NE
is investigated depending on the direction of the magnetic field. In this review, the NE coefficient
of a low-dimensional ( quasi-two-dimensionality and quasi-three-dimensionality ) electron gas
with a cosine law of dispersion in perpendicular and parallel magnetic fields relative to the layer
plane is calculated with respect to the scattering of charge carriers on acoustic, polar optical
phonons and impurity ions.

In the perpendicular magnetic field it was found that the scattering on acoustic phonons for
quasi-two-dimensionality electron gas coefficient NE is zero, and the quasi-three-dimensionality
gas is less than zero. When scattering on polar optical phonons, the NE coefficient is greater than
zero, increases with the magnetic field at the open Fermi surface, while at the closed Fermi
surface decreases. When scattering on weakly shielded ions of an impurity with an increase in
the magnetic field, the sign of the effect changes from negative to positive, while in weak
magnetic fields with an increase Z, in the sign of the effect chan—ges from positive to negative.

In parallel weak magnetic fields in the quasi-three-dimensionality case, the NE coefficient
on module is increased, and this increase is almost three times greater in scattering by acoustic
than by polar optical phonons. And in strong magnetic fields, the NE coefficient has small values
and when the radius of the cyclotron orbit and the superlattice constant are of the same order,
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the sign is inverted by scattering on polar optical phonons for a quasi-two-dimensionality
electron gas. In strong magnetic fields at low concentrations, the NE coefficient for polar optical
phonons changes sign to negative, as for acoustic phonons, and at high concentrations tends to
zero. In strong magnetic fields, the NE coefficient at scattering by polar optical phonons in the
same sample changes the sign a twice depending on the degree of miniband filling and the
magnitude of the magnetic field. This feature of low-dimensionality electron gas can be used in
nanoelectronic. In phonon scattering, the strong and weak magnetic field criteria are influenced
by the parameters of the superlattice a and &, . The NE coefficient in the scattering of charge

carriers on weakly screened impurity ions with an increase in the concentration of charge
carriers changes its sign from positive to negative. In the values (ro / a) >>1 with increasing Z,

electron gas Q/Q, changes its sign. The change of the sign of thermomagnetic coefficients is

associated with the change of electronic orbits in relatively strong magnetic fields and the
dependence of the screening radius on the concentration. In the case of a quasi-two-
dimensionality electron gas, the NE coefficient is negative and monotonically depends on the
magnetic field, and with increasing field tends to zero, while in the quasi-three-dimensionality
case the NE coefficient is positive and also with increasing magnetic field tends to zero from the
positive values.
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ABSTRACT

Were obtained polymeric-based composite materials with nanostructured metal filler and bio-filler, protect the
material from environmental influences, including oxidation, and giving the required flexibility to the composite,
subject to biocompatibility. Composites were obtained from a homogeneous mixture of the powders of the matrix
components and the filler using a heated press at a temperature of 420 K and a pressure of 15 MPa. The quenching
crystallization mode is the rapid cooling of samples in a water-ice mixture. The results of a study of IR spectra taken
with a Fourier spectrometer Varian 640 FT-IR, high-pressure polyethylene composites modified with biological filler,
and HPPE + x vol.% FS +y vol.% Fe bionanocomposites in the frequency range 4000-400 cm? were presented. It was
revealed that the introduction of modifiers from fish scales and metallic nanoparticles (Fe) in HPPE in an optimal
amount does not contribute to the appearance of new absorption bands, i.e., it practically does not change the shape of
their IR spectrum. This means that the modifier of biological origin is technologically compatible with HPPE. The
introduction of fish scale filler to HPPE contributes to a noticeable decrease in the intensity of the formation of C = O
groups (1720 cm), which is a measure of the oxidative degradation of polymer chains. The results show that the
introduction of fish scales into the structures of high-pressure polyethylene contributes to the formation of an optimal
and stable structure, which, in turn, interferes with the intensive development of the photo-oxidative process caused by
UV irradiation.

Keywords: IR absorption spectra, fish scales, HPPE + x vol.% FS biocomposites, bionanocomposites.

MNCCAEAOBAHNS BANMSHUE HAITIOAHUTEAS BMMOAOIMYECKOT' O ITPOUCXOKAEHUS HA
CTPYKTYPY IIOANDTNAEHA BBICOKOI'O 4ABAEHNSI

AHHOTAL VST

bBuiay moaydeHs! KOMITO3WTHBIE MaTepralbl Ha ITOAMMEPHON OCHOBe C HaHOCTPYKTYPHBIM MeTaAANdecKUM
HaIl0/HNTeAeM ¥ OMOHAIOAHUTeAeM, KOTOpBIe 3alllMINalOT MaTepyal OT BO3AEVICTBUII OKPY>KaIOIIell CpeAsl, B TOM
gr1cAe OT OKMCAEHNs], U IPUAAIOT KOMIIO3UTY HeOOXOAUMYIO TMOKOCTh P YCAOBIY O1ocoBMecTrMOCTI. KoMITO3UThI
IT0Ay4aAy 13 TOMOTEHHOV CMeCH ITOPOIIKOB KOMITOHEHTOB MaTPUIIBI M HAITOAHUTEAS C VICIIOAb30BaHIEM HarpeToro
npecca ripu Temnepatype 420 K n gasaenvm 15 MITa.Pexxum 3akaa09HOM KpUCTaAAM3aIiuy - OBICTpOe OXAaXKAeHue
00pasIIoB B CMeCU BOABI CO AbA0M. bbLAM ITpeacTaBAeHbIpe3yAbTaThl uccaeAoBanus VIK-criekTpos, cHATHIX Ha Pypre-
crrekrpomerpe Varian 640 FT-IR, KOMIIO3UTOBIIOAMSTIAEHABBICOKOTO AaBAeHIs, MOAUDUIIMPOBAaHHOTO O10A0TIIec-
kuM HanoaxuteaeM u [19BJ + x 06.% PY + y 06.% Fe 6uonanokoM1iosntos B AnanasoHe gactoT 4000- 400 cm. Borss-
AeHo, uTo BBeeHe B [19B/ B onmiMaapHOM KoAndecTse MOAMPIKATOPOB U3 Yelly) IO 1 MeTalANuecK/X HaHoJac-
Tu1y, (Fe) He crocoOCTByeT IOABAEHUIO HOBBIX IT0AOC ITOTAOIIEHNs, T. €. IpaKTHdeckn He MmeHseT ¢popmy mx VK-
CriekTpa.JTO O3HayaeT, 9To MOAUQPUKATOp GMOAOTMYECKOTO ITPOMCXOXKAEHIS SBASETCA TeXHOAOIMYECK! COBMECTH-
MbM ¢ ITOBA. Beesenne B I19BAnanoanureas ms priObeii eIy criocOOCTBYeT 3aMeTHOMY CHIKEHMIO MHTeHCHB-
Hocty odpazosanust C = O rpymm (1720 cm), KoTopast sABASeTCs Mepoil OKMCANTEABHOMN AeTpaariyyi ITOAVMEePHBIX Iie-
1elt. PesyAbTaThl IOKa3hIBAIOT, UTO BBeAeHNe PHIObell Yellly! B CTPYKTYPBI IIOAMDTUAEHA BRICOKOTO JaBAeHMs CIIOCOD-
cTByeT (pOpMMPOBaHMIO ONITUMAABHO U YCTOMYIMBOI CTPYKTYPHI, UTO, B CBOIO OYepes, IIPeIIsTCTBYeT MHTeHCHBHOMY
PasBUTHIO (POTOOKUCANTEABHOTO IIPOLIeCca, BEI3BAHHOIO Y D-00.1yueHeM.

Karouesnie caoBa:l/IK-criekTps! rorao1menis1, peiobs gertyst, [T9BA + x 06.% PY, 61oKoMI1031ThI, G1IOHaHOKOM-
TIO3WTEHI.
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BIOLOJi MONSOLIi DOLDURUCUNUN YUKSOK TOZYIiQLi POLIETILENIN STRUKTURUNA
TOSIRININ TODQIiQi
XULASO

Material1 atraf miihitin tesirinden o ciimladen, oksidlesmadan qoruyan ve kompozite zaruri olan keyfiyyat-
lori tomin edoan, polimer asasli bioslagsli ve nanoquruluslu metallik doldurucu nanokompozit materiallar1 alin-
misdir. Kompozitlor matrisanin ve doldurucunun tozlarmn bir-birine qarisdirilaraq 420K temperaturda ve 15MPa
tozyiqdae alinmisdir. Proses basa ¢atdigdan sonra alinmis niimuna arimekds olan buzda ani soyudulmusdur. Teg-
dim olunan isde YTPE+x hacm% BP +y hocm% Fe biokompozitlorinin Varian 640 FT-IR Furye spektrometrinda
alinmus IQ spektrlari 4000+400sm-'tezlik diapazonunda tadqiq edilmisdir.

Askar edilmisdir ki, yiiksak tozyiqli polietilena optimal miqgdarda baliq pulcuqlaemndan modifikatorlar ve
demir nanchissaciklarinin slave edilmasi IQ spektrde yeni udma xatlerinin meydana ¢ixmasina sebab olmur. Yeni
doldurucu modifikatorlar IQ spektrin formasini sayismir. Bu o demokdir ki, bioloji modifikator va YT PY texno-
loji baximdan bir -birine uygundur. YTPE -ya baliq pulcuqglarinin alave edilmasi 1720sm-de miisahide edilen in-
tensivliyinin C=0O azalmasina, bu da 6z ndvbasinds polimer zancirlarinin dagilmasima sebab olur. Alinmis nati-
colar gostoarir ki, yliksok sixliiili polietilenin qurulusuna baliq pulcugunun optimal miqdarda slave edilmasi daya-
niqh strukturlu ultrabandvseyi siialanma neaticasinda fotooksidlasma prosesinin qarsisini alir.

Acar sozlar: IQ udulma spektrlori, baliq pulcuqlari, YTPE + x hacm% BP, biokompozitler, bionanokompozitlar.

Introduction

The expansion of polymeric materials use in various areas of national economy necessi-tates
the development of technology for producing new polymeric composites with specified
complexes of properties and stability with respect to the influence of external factors and
biocompatibility. In the field of creating composite materials for special purposes, polymer
composites have acquired the greatest relevance, whose properties are largely determined by the
interaction of the polymer with the filler at the interface. Therefore, the regulation of interaction
with the aim of improving the properties of composite materials when creating functional filled
polymers is an important task and requires focused basic research, including in the field of filler
modification, changing its structure, synthesis, phase and structure formation of metallic fillers.
In terms of improving the wear resistance and biocompatibility of composites, it is of interest to
study the material modification with biological fillers, which can be used in electronics in contact
with the human body, as well as in food packaging [1-3]. From the researches done,
nanocomposite was established as a promising route to enhance mechanical and barrier
properties of biopolymers. Bio-nanocomposite is a multiphase material comprising of two or
more constituents which are continuous phase or matrix particularly biopolymer and discon-
tinuous nanodimensional phase or nanofiller (<100 nm). The nano-sized fillers play a structural
role in which they act as reinforcement to improve the mechanical and barrier properties of the
matrix. The unique physicochemical properties of transition metal nanowires, clusters and etc.
are of great scientific interest [4,5]. Increased attention to these objects is primarily due to the fact
that they are the main candidates for use in many areas of modern nanotechnology: spintronics,
magnetic recording, highly sensitive magnetic sensors, etc. The use of the polymer matrix as a
framework for low-dimensional metal structures and their protection from external influence is
an important technological task. In particular, it is known to obtain and study some properties of
composite materials of biological origin [6,7]. In these works, fish bones and scales with stable
dielectric parameters were used as modifiers [6]. Their temperature and frequency characteristics
of dielectric parameters [7], electrical and mechanical strength [8] were investigated. It is also
known that one of the effective methods for detecting molecular structural changes in polymer
composites that occur under external influence is IR spectroscopy. IR spectroscopy can provide
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valuable information when figuring out the mechanism for changing the parameters of polymer
composites. IR spectroscopy is widely used nowadays due to its versatility, the possibility of
direct and independent determination of a number of important functional groups and structu-
ral fragments in small quantities of the test substance in any aggregative state and without any
significant limitation of physical and chemical properties.

In this work, the structural changes in films obtained on the basis of high-pressure polyethy-
lene modified with fish scales were studied by IR spectroscopy. The aim of the study was to
create a composite material with a nanostructured magnetic metal filler and a bio-filler protec-
ting the material from the influence of the external environment, including oxidation, and giving
the composite the required flexibility, subject to biocompatibility.

Experimental Technique

To obtain biocomposites, high-pressure polyethylene (LDPE) of the brand M - 158 was used
as a matrix, and fish scales (FS) were used as a filler. To obtain filler powders, at the beginning
the fish scales were thoroughly cleaned and dried by gradually increasing the temperature from
room temperature to 500°C, keeping at this temperature for 10 minutes, then dried fish scales in
a special mill were ground into powder. The content of bio-fillers in composites ranged from 5 to
15% by volume. Composites were obtained from a homogeneous mixture of the powders of the
matrix components and the filler using a heated press at a temperature of 420 K and a pressure
of 15 MPa. The quenching crystallization mode is the rapid cooling of samples in a water-ice
mixture.

To study the structural changes in biocomposites, an IR spectroscopy technique was used,
based on measuring the transmission spectra of semi-transparent films. The spectra were measu-
red in a Varian 640 FT-IR FTIR spectrometer in the wavelength range of 4000-400 cm-'. Samples
for the study were obtained in the form of thin films with a thickness of 1-10 um and a size of 8 x
30 mm?by stepwise pressing under a pressure of 6:10‘N/m? at room temperature using a special
mold from Varian.

Experimental Results and Discussion

The experimental results obtained for the absorption bands of IR spectra for LDPE + x vol.%
FS biocomposites and LDPE + x vol.% FS + y vol.% Fe biocomposites are shown in the figures.
Comparison of these spectra shows that in all considered cases the introduction of modifiers
from fish scales and metal nanoparticles into the LDPE does not contribute to the appearance of
new absorption bands, i.e. does not change the overall shape of the IR spectra. This gives us
reason to assume that these modifiers in the proposed volumetric amount are technologically
compatible with LDPE. In other words, they mainly affect the physical structure of LDPE. As
follows from the figure 1, the highest frequencies are characterized by the bands of free stretching
vibrations not participating in the formation of hydrogen bonds, hydroxyl groups located on the
edge of the considered spectral region (3857 cm™).

In the high-frequency region of the field of main oscillations of the molecules there can be
bands of stretching vibrations of acetylene hydrogen Csr-H, hydroxyl, primary and secondary
amino groups. These bands usually intense, the contour and position of the bands OH and NH
groups depend on their participation in the formation of hydrogen bonds. The occurrence of
strong hydrogen bonds leads to a strong shift of the absorption maxima towards lower
frequencies and a very significant increase in the width of the bands forming sometimes wide
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absorption zones of a complex office with several arms and flat maxima. These bands may
overlap with a group of bands of alkyl radicals and even be to the right of it. The weak
absorption bands in the shortwave part of the IR spectrum not containing hydroxyl groups are
explained by the admixture of moisture.

The formation of associates due to the O — H....O hydrogen bond is clearly traced in the IR
spectrum due to a decrease in the O — H stretching vibration frequency and the manifestation of
the second characteristic very wide band (3000-2800cm) corresponding to numerous associates
coexisting in equilibrium. The position of the bands of associated hydroxyl groups depends on
the strength of hydrogen bonds, and for very strong associates, the frequency can be reduced to
2400 cm. The intense absorption bands observed in the spectra of the overwhelming majority of
organic substances in the region of 2800-3000 cm - correspond to the stretching vibrations of the
hydrogen of the CH, CHz, CHs groups. Hydrogen atoms associated with carbon in the sp? hybri-
dization state have higher valence vibration frequencies (3000 - 2800 cm™). Here you can distin-
guish the group bands=CH: (2928.407 cm™) and CH (2853.4 cm!). Compounds containing the -
CH = CH2 vinyl group have both bands in the spectrum. In the same area, there are much higher
bands of stretching vibrations of acetylene hydrogen atoms=C-H. The deformation vibrations
have frequencies much less than the frequencies of valent vibrations of the same groups, so that
all the bands of deformation vibrations are located in the area of "fingerprints". The exception is
the bands of primary amino groups. Of the deformation vibrations of other hydrogen-containing
groups, the antisymmetric and symmetric deformation vibrations of the methyl groups (1471-
1462 and 1367 - 1352 cm™) of the scissors vibration of the methyl group are of the greatest impor-
tance for structural analysis. The absorption band at 757 cm™ is responsible for vibrations of met-
hylene groups. Another type of characteristic vibrations of molecules, which are very important
for determining the structure of organic molecules, are the frequencies of stretching vibrations of
double and triple bonds. In the C =N and O = N, C=N, O=N groupings, the reduced masses are
close but the force constants differ significantly depending on the number of bonded electrons
and reveal a clearly pronounced dependence on conjugation effects leading to a decrease in the
numerical values of the characteristic frequencies of conjugate multiples connections compared
to isolated. The intensity of the corresponding bands in the IR spectra depends on the polarity of
these bonds. The polar groups of different electronegativity atoms (C=0, N=0, S=0, etc.) are
characterized by a very high intensity of stretching vibration bands, which, according to this
feature, are easily detected in the spectra. But double and triple bonds between identical atoms
(C=C N =N, C=C) usually have medium and weak stretching vibration bands, and in
symmetric structures such vibrations are generally inactive in the IR spectra.

IR spectra were also studied for LDPE + x vol. % FS + y vol.% Fe bionanocomposites. The
results of study of their IR spectrum are shown in Fig. 2. As follows from the figure 2. two bands
are observed in the IR spectra of bionanocomposites in the frequency ranges of 1470 - 1450 cm™!
and 750 -700 cm™.

Antisymmetric C-H deformation oscillations, out-of-plane oscillations of five neighboring
atoms N.

Analysis of the results shows that the proposed additives of biological origin in the optimal
amount surpass other light stabilizers in their light-stabilizing features. This, apparently, is pri-
marily due to the fact that, when introduced into LDPE, the fish scales used by us contribute to
the formation of a more optimal and stable structure, which hamper the intensive development
of the photo-oxidative process caused by UV irradiation.
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Thus, from experimental data it can be seen that in modified LDPE films the optical density
of IR absorption revealed end carbonyl groups in the sample, it can be concluded that fish scales
reduce chemical changes in LDPE as a result of oxidation, destruction and crosslinking of poly-
mer chains. This proves that the fish scale additive in the optimal amount is a physical structu-
ring for LDPE, increases the packing density of polymer chains and hinders diffusion of ozone
molecules into LDPE, which in turn weakens the oxidation processes.

Fig.1.IR spectra ofbiocompositesLDPE + x vol.%FS, where, 1-x=1, 2-x=5, 3-x=7.
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Fig.2. IR spectra ofbionanocompositesLDPE + x vol.% FS +y vol.% Fe, where,
1x=1,y=1,2-x=5y=523-x=7y=3,4=x=10,y=10.
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Conclusion

It was revealed that the introduction of modifiers from fish scales and metallic nanoparticles
(Fe) in LDPE in an optimal amount does not contribute to the appearance of new absorption
bands, i.e., it practically does not change the shape of their IR spectrum. This means that the
modifier of biological origin is technologically compatible with LDPE. The introduction of fish
scale filler to LDPE contributes to a noticeable decrease in the intensity of the formation of C =O
groups (1720 cm™), which is a measure of the oxidative degradation of polymer chains.
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ABSTRACT

The distribution of the dates of the discovery of comets of the Jupiter family from the phases of the 11-year cycle
of solar activity (S5.A.) is investigated in this work. The analysis covers 403 comets with aphelinic distances up to 7 a.u.,
found before the beginning of the 24th cycle. It is determined that the maximum in this distribution corresponds to the
post-maximal epoch of the S.A. In this respect, periodic comets differ from long-period comets.

Key words: solar activity, periodic comets, observed dates.
YUPITER PERIODIK KOMET AILOSININ MUSYYON OLUNMASINDA GUNSS AKTIVLIYININ ROLU
XULASO

Bu isde Yupiter periodik komet ailosinin koasf olunma tarixleri Giineg aktivliyinin 11-illik dévriiniin fazalarmna
goro tadqiq olunur. Tedqiqat afel masafosi 7 a.v.-dok olan 403 kometi shate edir. Miioyyan olunmusdur ki, kometlorin
kosf olunma tarixlerinin maksimumu Giinas aktivliyinin maksimum miiddatinden sonraki dévre uygun galir. Bu
baximdan periodik kometlar uzun periodlu kometlorden forqlanirlor.

Acar sozlar: giinas aktivliyi, periodik kometlar, miisahids tarixlari.

O BAVISTHUM COAHEYHOM AKTUBHOCTV HA OTKPBITUE ITEPYIO AMYECKNX KOMET CEMEVICTBA
IOITNTEPA

PE3IOME

B pabote m3y4aeTcst BOIIpOC O pacIipejeleHn AaT OTKPBITILL KoMeT ceMericTBa IOnurepa no ¢azam 11-aetrero
nnkaa Coaneunort aktmsaocTu (C.A.). Anaams oxsaTeiBaeT 403 koMeThI ¢ adpeAMITHBIMM PacCTOSHUAMU A0 7a.e.,
HaliJeHHble A0 HayaJa 24-TO IMKJAa. YCTaHOBAEHO, YTO MaKCHMyM B 9TOM paclipeJeleHMM COOTBeTCTBYeT I1ocAe-
MakcMaabHoI s110oxe C.A. Tleproanrdeckite KOMETHI B 9TOM OTHOIIIEHI! OTANYAIOTCS OT A0ATOIEPUOANIECKIIX.

Karouesbie ca0Ba: coaHeyHas akKTMBHOCTD, IIepUOAdecKyie KOMeTBI, AaThl OTKPBITVL.

Introduction

It is known that the aphelions of the orbits of short-period comets are unevenly distributed
and are concentrated near the orbits of the giant planets. On this basis, short-period comets are
divided into families. This pattern is one of the main dynamic features of these objects and, in the
opinion of many researchers, can serve as a key to the problem of the origin of short-period
comets.To test one or another concept of the origin of short-period comets, numerous
calculations are carried out mainly relative to the Jupiter family. The propensity of researchers to
the cometary family of this planet is due to two reasons. First of all, Jupiter is the most massive
and closest giant planet to the Sun; secondly, the number of comets, the family of this planet, far
exceeds the number of similar objects belonging to the families of other giant planets. More
distant comet families, such as Saturn, Uranus and Neptune, are still almost unexplored.
Therefore, along with the family of short-period Jupiter comets, we will consider these families
and try to find out the patterns to which they obey.
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The question of the influence of solar activity (S.A.), in particular the 11-year cycle on the
distribution of cometary parameters, has been the subject of numerous studies. The most
complete review of such works is contained in the monograph by Dobrovolsky [4].Numerous
graphs regarding this factor are presented in the works of Z. Sekanin [5-7]. Svoren [8] found a
number of dependences of cometary brightness on S.A., while using data from cycles 9-22. The
existence of a good dependence of cometary parameters and characteristics on S.A. can be
considered proven. If we consider all the comets, it turns out that many parameters show a two-
vertex distribution.

In this case, they correspond to the period of decline and rise of the 11-year cycle. This is
apparently due to the properties of the solar wind, which plays a major role in the physical
development of comets as they approach the Sun or vice versa. The recent work of Guliyev and
Gasimov [3] on the basis of more statistical material has once again confirmed the reality of the
previously discovered two-peak distribution for long-period comets.

As shown by Guliyev [1], in this context, periodic comets are isolated. Some features of such
comets are peculiar to the detection of a single-peaked maximum corresponding immediately
after the maximum SA epoch. Hence the author of the cited article made a cosmogonic
assumption about some differences in the physical properties of the nuclei of long-period and
periodic comets. Further, this issue was considered in more detail in [2], where it was found that
comets, the discovery of which occurred at different phases of the S.A., differ even in their
dynamic features. Since the publication of work [1] more than three decades have passed, comets
have been added to the catalogs for at least two 11- year cycles. This data is much larger than the
period data of previous S.A. cycles.

In [2], its author instead of the traditional equation for determining the phase of the S.A
F=(t-T)/(T; = T1) 1)

used a moreperfect(2) equation

L; if t — Ty <0
F = 2(Tmax_Tl) (2)
t—Tpnax Cipe
T—Torad) +05 ift—Tpae >0

Here, t - the moment of discovery of the comet, T1 and Tz - the dates of successive minima of
the S.A., Tmax - the date of the maximum between them. The difference between (2) and (1) is that
with this definition of the S.A. phase, the maximum always corresponds to the phase 0.5. In the
classical phase definition [4-8], the maximum varies in a wide range of F and does not always
coincide with the value 0.5. Graphical representation of the phase definition on the basis of these
two equationsis given in Fig. 1a and 1b, respectively.

Fig.1. The determination of the phase of solar activity using equations (1) and (2)

N 1.a
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Statement of the question and the data used

In this paper, the discovery of periodic comets of the Jupiter family, depending on the S.A.,
will be analyzed in a broader context. Data from 1-23 S.A. cycles will be used, for comparison we
note that in [2] the analysis covered the data of cycle 1-21, which corresponded to only 98
periodic comets. During the 1-23 cycles of the S.A., their number increased almost fourfold and
amounted to 403. It is a matter of comets whose aphelion distances do not exceed 7 a.u. At the
same time, one should keep in mind the fact that the contours of the Saturn family are now
becoming clearer, and in time they become the rival to the Jupiter comet family. Therefore,
comets possible contenders for the family of Saturn will be considered in a separate work.

Our list starts with comet 3D /1772, (comet Biela), which collapsed and turned into a meteor
shower, and ends with comet P / 2008 Y2. Of the 403 comets, 302 are numbered, 7 are considered
"lost" and have the corresponding designation D. To determine the dates of discovery of the
comets in question, the NASA site was used [9]. Comets of the main belt (the so-called MBCs) are
not separately considered, they are still small, and they do not influence the overall statistics.

The results of the analysis of the comet family of Jupiter

The results of the analysis are given in Table 1, where the number of (N) comet discoveries
for each interval of the parameter F is given. It can be seen that the maximum amount falls on the
interval 0.5-0.6 (N = 69) and the minimum at 0-0.1 (N = 13). In order to normalize the data of the
table taking into account the asymmetry of the S.A., the data for the epochs 0-0.5 must be
multiplied by 1.62 [3]. The normalized data (Nex) are given in the third line of Table 1. Even with
this factor in mind, it can be argued that the frequency of discovery of comets of the Jupiter
family during the period of the S.A. decline is almost 2,4 times higher than the same value
during the ascent period. Long-period comets do not possess such a property [2], and they have
a two-vertex distribution of T from F, in which, according to the data of [3], the maximum
abundances differ little from each other (131 and 123, respectively).

Table 1. Distribution of dates of discoveries of periodic comets Jupiter family by S.A. phases

N F
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Q<7AU 13 15 27 28 36 69 66 50 42 57
Nett 21 24 44 45 58 69 66 50 42 57

Distributions of the periodic comets family of the Jupiter in accordance with the phase
intervals of 1-23 cycles graphical representation has one maximum.The number of comets
observed after the maximum epoch of solar activity increases.This activation begins in comets far
from the Sun, after 4-5 yearsat the beginning of the phase. Fig.2 illustrates this very well.
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Fig 2. The dependenceN (F) of the Jupiter comet family on the intervals of 1-23 cycles S.A.

The dependence N (F) of the Jupiter comet family on
the intervals of 1-23 cycles S.A.
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Sunspots are one of the active derivatives of the Sun and determine its overall activity. The
magnetic field voltage in the spots is 4500 E.The total magnetic field voltage of the Sun is 1E. The
magnetic field’s pole in the spots varies according to 11-year cycles. It is important to learn the
effect of this change on comets. Therefore, statistical analysis observed numbers of comets in
single and double cycles results in very interesting. We conducted these statistical analyzes. In
table 2 shows the results of analyzes conducted on single cycles.

Table 2. Distribution of Jupiter comet family by intervals of single cycles

Ningle Fsingle
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Q<7AU 7 9 21 21 31 51 46 39 34 47
Nett 11 15 34 34 50 51 46 39 34 47

When the graphical representation of the results is maximized, the curve corresponds to the
range of 0.5 to 0.6.When viewing the table, the maximum number of comets (N = 51) was
observed in the range of 0.5-0.6. A graphic description of these results is as follows.

Fig 3. The dependence N (F) of the Jupiter comet family on the intervals for single cycles S.A.
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When looking at the intervals of the phase in double cycles, fewer comets are observed than
single cycles. The maximum number (N = 20) comet was observed in the range 0.6 - 0.7 after the
maximum epoxa. But here in single cycle, this number is more than twice (N = 51), the comet has
been found.
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Table 3. Distribution of Jupiter comet family by intervals of double cycles S.A.

Ndouble Faouble
0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 1
Q<7AU 6 6 6 6 6 18 20 9 7 11
Nett 10 10 10 10 10 18 20 9 7 11

When comparing the N (F) dependency graph for the double cycle intervals with the fig.3
constructed for interval cycles of single cycles, we can clearly see that comets have more reacting
to solar activity in single cycles.

Fig 4. The dependence N (F) of the Jupiter comet family on the intervals for double cycles S.A.
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comet family on the intervals for double
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It is possible to conclude that each comet group reacts to the Solar activity in its own way.It
was concluded in [1] that the reason for this deviation of the comets under consideration is
apparently to be sought in the isolation of the physical properties of their nuclei. In any case, it
can be connected with cosmogonic factors. Apparently the nuclei of these two classes of comets
are formed in different regions of the solar system (for example, in the Kuiper belt and the Oort
zone). Toclarifythisissue, we need to do more research.

*(ADPU-da doktorontlarin ve genc tadgiqatcilarm XXII respubika konfransina gondarilmis
tezisin miizakirasinden sonra hazirlanmis maqals)
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Makale, uzmanlarin elestirel notlar1 yazar tarafindan dikkate alindiktan sonra Derginin Yayin Kurulu tarafindan
yayina sunulabilir.

Azerbaycan disindan gonderilen ve yayimlanacak olan makaleler i¢in,(derginin kendilerine gonderilmesi za-
mani posta karsiligi) 30 ABD Dolar1 veya kargiligi TL, T.C. Ziraat Bankas1/Uskiidar-Istanbul 0403 0050 5917
No’lu hesaba yatirilmali ve makbuzu iiniversitemize fakslanmalidir.
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ITPABUJIA JIA ABTOPOB

«Journal of Baku Engineering University» - ®u3uka my0IUKyeT OpUTHHAIbHBIC, HAYYHBIC CTATHU U3 00NACTH
HCCIICZIOBaHIUSI ABTOPA U PaHEe HE OMyOINKOBAHHBIC.

Cratbu TIPUHUMAIOTCS Ha AHTJIMCKOM SI3BIKE.

PykomuicH TOIKHBI OBITh HaOpaHs! coryiacHo porpammbel Microsoft Word u oTripaBiieHs! Ha 37IEKTPOHHBIH
anpec (Journal@beu.edu.az). OtmpasisemMble CTaThH AOJKHBI YIUTHIBATH CIICAYIOIIKE TPABHIIA:

Ha3zBanue cratbu, uMs U paMUIKs aBTOPOB
Mecto paboThI

DICKTPOHHBIN a/ipec

AHHOTAIMS 1 KJIFOYEBBIC CIIOBA

3ariaBue CTaThH IIHUIIETCS JIJIA KaXKJI0M aHHOTAaIMU 3arjaBHBIMU 6yKBaMI/I, JKUPHBIMU 6yKBaMI/I U pacrioJjiara-
€TCA TI0 LEHTPY. 3arnaBue u AHHOTAIlMH JOJI?KHBI OBITH TMPEACTABJICHBI HA TPEX A3BIKAX.

AHHOTAIM, HAIICAaHHAS HA S3bIKE TPEACTaBICHHON CTaThH, NOJKHA coaepkaTh 100-150 cmoB, HaOpaHHBIX
uipudToM 9 punto. Kpome Toro, mpefcTaBisSiOTCs aHHOTAIMK HA BYX JAPYTHX BBINIC YKa3aHHBIX S3bIKAX,
MEPEBOJT KOTOPHIX COOTBETCTBYET COACPIKAHUIO OpuruHaia. KiirodueBbie ¢0Ba JOKHBI OBITh MPEICTABICHBI
mocyie KaXKI0i aHHOTAIMK Ha ero S3bIKE U COAEPIKaTh He MEHEe 3-X CIIOB.

B crarbe momxub! ObTh yKa3anbl kol UOT u PACS.

IIpencraBneHHble CTaThbU AOJKHBI COAEPKATh:

Beenenue

MeTton ucciaemoBaHus

OO6cyxneHne pe3yIbTaToOB HCCICOBAHUS U BEIBOIIOB.

Ecmu ccrmmarorcs Ha paboTy Ha pycCcKOM sI3BIKE, TOTJAa OPWUTWHANBHBIA S3BIK YKa3hIBacTCsA B CKOOKax, a
CCBUIKA JJACTCS TOJIBKO Ha JTATHHCKOM ai(aBUTE.

PuCyHKH, KapTHHKH, TpaGUKH ¥ TAOIHMIBI JOJDKHBI ObITH YETKO BBIMOJIHEHBI M Pa3MEIeHbI BHYTPH CTATHH.
INoamucu K pUCyHKaM pa3MEIIaloTCsl MO PUCYHKOM, KapTHHKON Wi rpadukom. Ha3Banue TaOIMIlbI MHIIETCS
HaJ TaOJIULEH.

CChUIKH Ha HCTOYHHKH JAI0TCA B TEKCTE IU(POH B KBAIPATHBIX CKOOKAX U PACIIONAraloTcs B KOHIIE CTaThH
B TIOPSIZIKE IUTHPOBAHMUS B TeKCTe. ECITM Ha OJTMH M TOT K€ HCTOYHMK CCBHIJTAIOTCSA JiBa M Oojiee pas, HeoOXo-
JIMMO YKa3aTh COOTBETCTBYIOIIYIO CTPAHHILY, COXPaHAS MOPSAKOBHIM HOMep nuTupoBanus. Hanpumep: [7,
crp.15]. bubmuorpaduueckoe OMMUCaHKUE CCHIITAEMOM JTUTEPATYPHI TOJKHO OBITH POBEIEHO C YUETOM THIIA
UCTOYHKKA (MOHOTpadust, yIeOHHK, HAydHas CTaThs U 1p.). [IpH CCBUTKE HA HAYYHYIO CTaThiO, MaTEPHAIIbI CHM-
No3uyMa, KOH(PEPEHIINH WK IPYTHX 3HAYNMBIX HAYYHBIX MEPOIPHATHH TOJKHBI OBITH YKa3aHbl Ha3BaHUE
CTaThH, JOKJIAJA WK TE3HUCA.

Hanpumep:

Cmampwsa: Demukhamedova S.D., Aliyeva I.N., Godjayev N.M. Spatial and electronic structure of monomeric
and dimeric complexes of carnosine with zinc, Journal of Structural Chemistry, Vol.51, No.5, p.824-832,
2010

Knueza: Christie on Geankoplis. Transport Processes and Separation Process Principles. Fourth Edition,
Prentice Hall, 2002

Kongpepenuua: Sadychov F.S, Fydin C,Ahmedov A.l. Appligation of Information-Communication Nechnologies

in Science and education. Il International Conference. “Higher Twist Effects In Photon-Proton Collision”,
Bak1,01-03 Noyabr, 2007, s5.384-391

CHycoK IMTHPOBAHHOM JIUTEpaTyphl HabupaeTcs mpudToM 9 punto.

10.

11.
12.

Pa3mepbl crpaHunbl: cBepxy 2.8 oM, cHu3y 2.8 cM, creBa 2.5 u cripaBa 2.5. Tekcr nedaraercs wpudrom Pala-
tino Linotype, pasmep mwpudra 11 punto, uHTepBan-oanHapHbi. [laparpadsl T0KHBI OBITH pa3/elieHbI
paccTosiHuEM, COOTBETCTBYIOIUM MHTEpBaIy 6 punto.

[TonHb1i 00beM OPUTHHAIBLHOM CTaThH, KaK IPaBHIIO, HE JOJDKEH MPEeBHIIIaTh 15 cTpaHuil.

IIpencraBienue cTaThbu K NEYaTH NPOU3BOJUTCS B HUXKE YKA3aHHOM IMOPAJKE:

Kaxxnmast cTathst MoChIIaeTCs HE MEHEE IBYM DKCIIEPTaM.

CraThs MOCHUTACTCS aBTOPY IS yUeTa 3aMeUaHuil SKCTIEPTOB.

CraTps, TIOCNE TOTO, KaK aBTOP yd4es 3aME4YaHHs KCIEPTOB, PEIAKIIMOHHON KOJJIETHell KypHama MOXET
OBITh PEKOMEH/IOBaHA K MICYATH.
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